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Abstract

In many online review sites or social media, each user is encouraged to assign a numeric rating
and write a textual review as a feedback to each item that he had gotten, e.g., a product that he
had bought, a place that he had visited, a service that he had received. Sometimes, feedbacks
by some users would be affected by some contextual factors such as weather, distance, time,
and season. Therefore, the context-aware approach is being developed by utilizing the user’s
contextual information to produce more precise recommendations than traditional approaches.
Furthermore, previous works [6, 14] have already approved the drawback of the ignorance of
textual reviews would bring mediocre performance for rating prediction.

In this work, we propose a framework TF+ for rating prediction models based on Tensor
Factorization (TF) which is an extended version of Matrix Factorization (MF) by adding another
dimension. We consider seasonal context as the additional dimension. Firstly, in our framework,
each of the reviews is characterized by a numeric feature vector. Secondly, it uses TF which
is trained by the proposed first-order gradient descent method for TF named Feature Vector
Gradient Descent (FVGD). For the training of TF in TF+, FVGD decides the learning rates
based on the feature vectors of reviews. In our evaluation, we use pre-processed data of five
cities in YELP challenge dataset, and apply one of LDA, Doc2Vec and SCDV to get numeric
feature vectors of reviews. We conduct experimental comparisons, and the results show that
methods by TF+ improve the performance significantly as compared to the basic TF model.

Keywords: Rating prediction, Tensor factorization, Doc2Vec, LDA, SCDV, Recommendation
system
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1 Introduction

Nowadays, recommender systems are an essential part of online services and social networks [20].
The systems would give recommendations to users by using feedback from them. The feedbacks are
offered by the users after their purchases or experiences, and each of them includes a numeric rating
and a textual review as the evaluation. Also, the reviews have some relationship with ratings to
some extent. From reviews, we can roughly understand why users give such ratings for the items.

Collaborative Filtering (CF) method is considered as the most effective and widely-used method
to predict ratings. According to the similarity of preferences of the neighborhoods, we can calculate
a numeric value that can represent whether a user would like the item or not. Despite the high
accuracy that the CF method can offer, data sparsity still causes a big effect for first-used users that
contain little information.

Among all the CF methods, Matrix Factorization (MF) is an ideal method to predict ratings [13].
However, recent research pointed out that the ignorance of the context is the major shortcoming
of basic MF. Setiowati et al. [23] published a survey paper and pointed out that the context-aware
approach is being developed by utilizing contextual information to produce more precise recommen-
dations according to user’s preferences. The results of some studies [1, 8, 14, 28] have shown that
the implementation of context-awareness on a recommendation system has given better results for
personalized recommendations rather than the ones without it. Additionally, recent research [4,6,14]
pointed out that the ignorance of the reviews is the major shortcoming of basic MF and brings it
mediocre performance.

For context-awareness on model-based recommendation systems, Tensor Factorization (TF) [12]
is used by adding a context dimension to MF. Based on TF, many researchers proposed context-
aware recommender systems, e.g., [24], [9], [26]. Frolov et al. showed a good survey in [7]. However,
they also ignore the textual reviews or are inefficient even if they consider the textual reviews. If
they consider the textual reviews, they could extract some particular information elements (e.g.,
the user’s preference, the user’s attributes, and the specific contexts and aspects) from the textual
reviews by text analysis and mining techniques, and combine them as an additional dimension for
each element into TF model [4].

In this paper, in order to offer a high quality of recommendation, we propose a new framework
TF+ of methods to predict the rating on the user’s purposeful POI for the recommendation by
considering seasonal context factors and reviews by extending TF [12]. Various contexts appear in
the information attached to the feedback and in the review text itself, such as the distance and
the temperature of that time. However, in this paper, we will consider the season from the posting
date, which is easy to obtain from the information attached to each feedback (not textual reviews).
Although it is difficult to estimate the actual day and time when the reviewer went to the POI from
the posting date, by expanding the time range to the season, we consider that the season when
he/she went to the POI can be estimated from the posting date.

In TF+, we use textual reviews for the training of such TF. In methods of TF+, firstly, we set up
to construct feature vectors of reviews by a method to get distributed representations of documents,
e.g., LDA [3], Doc2Vec [15], SCDV [17]. We assume that the distributed representation of a review
by a user for a POI represents weights distribution of each latent factor to represent how much the
user shows interest to the POI. That is, in our framework, against each visited POI, each of the
users would be assigned a unique feature vector with numeric values. After that, the method by
TF+ learns the feature vectors of users by the proposed first-order gradient descent method, called
Feature Vector Gradient Descent (FVGD). It decides the learning rates based on the feature vectors
of reviews.

In our evaluation, we conduct experiments using data about restaurants in five cities in YELP
challenge dataset. We compare the performance of the following eight methods: basic MF method,
three MF-based methods with FVGD (i.e., MF-LDA [6], MF-Doc2Vec and MF-SCDV), basic TF
method, three methods by our framework (i.e., TF-LDA, TF-Doc2Vec and TF-SCDV). Meanwhile,
we use Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) performance indicators
to evaluate which method would get the best result.

The contributions of this paper are as follows:
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• We use a more complex TF model framework TF+ to predict ratings than traditional (basic)
MF method and TF method. Not only users and items (POIs) are corresponding to the latent
factor but also the season would have some relationship with the latent factor to some extent.
To consider textual review contents, we propose a new gradient descent method FVGD to train
the model by TF+.

• In the evaluation, we compare the performance of our methods with other five approaches
in rating prediction. The results obviously show that the performance of context-aware TF-
based methods is better than MF-based methods respectively. Also, proposed methods by
TF+ expressed better performance than the basic TF method.

The remainder of this paper is organized as follows: Section II overviews related works of MF
and TF models. Section III gives the problem definition and the description of the basic MF and TF
models. Section IV describes the existing method, i.e., MF-LDA. Section V describes our framework.
Section VI represents the experiment to compare eight methods including proposed methods. Finally,
section VII concludes the paper with future work.

2 Related Work

In recent years, researchers have paid more attention to the MF and TF methods because it can
solve the data sparsity problem of CF methods [25]. Salakhutdinov et al. [22] proposed probabilistic
MF and introduced Gaussian priors as hyper-parameters to present latent factors. They noted that
maximizing the log-posterior of the ratings over users’ and items’ latent factors is equivalent to
minimizing the squared errors of the rating prediction.

Against the ignorance of the contextual information in the MF method, there are various ap-
proaches. Karatzoglou et al. [11] proposed a model, called multiverse recommendation, in which
different types of context are considered as additional dimensions in the representation of the data.
This method can address the N -dimensional factorization, and their experimental result has shown
that their method improved upon non-contextual basic MF up to 30% in terms of the MAE. Yao
et al. [27] proposed the non-negative TF method that exploits a high-order tensor instead of the
traditional user-location matrix to model multi-dimensional contextual information. Experimental
results on real-world datasets demonstrate it has higher accuracy than basic MF.

To consider textual reviews with the MF model, [16] and [2] proposed methods with the trans-
formation of the topic distribution of reviews to latent factors of MF. Although their methods
outperform the basic MF, the drawback of their methods is their complexity. In response, Fang et
al. [6] proposed a novel method MF-LDA of rating prediction which uses both the ratings and reviews,
including a first-order gradient descent method for MF, named Topic Gradient Descent (TGD). This
method binds the latent topics by LDA to latent factors via the training process of MF. While
MF-LDA is without the complicated transformation, it provides better performance compared with
methods in [16] and [2]. We will explain more details about this in section 4.

3 Preliminaries

3.1 Problem Definition

Each feedback includes a numerical rating in scale of [1, 5] and a textual correlated review. We
consider the season as a context. Thus, we suppose, in a set of feedbacks, we have I users, J
items (POI) and S seasons. So, in a feedback, the rating made by user ui(i ∈ {1, . . . , I}) to item
vj(j ∈ {1, . . . , J}) under season cs(s ∈ {1, . . . , S}) is denoted as ri,j,s. We assume that, if ri,j,s exists
in the set of feedbacks, it must have a correlated review di,j,s written by ui. Therefore, the feedback
is a 5-tuple < ui, vj , cs, ri,j,s, di,j,s >. Then, we consider the problem to predict a missing rating1

r̂i,j,s for a given user ui and a given item vj under season cs.

1There is no rating ri,j,s by ui about vj under cs in the dataset.
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Figure 1: The basic TF (CP tensor decomposition).

3.2 Matrix Factorization for Recommendation

MF is regarded as an ideal method to predict ratings. In this subsection, we describe the basic
MF and biased MF, which are used in this paper. Biased MF [13] is also an influential method to
predict the missing ratings based on the basic MF. At first, it will initialize two predefined arbitrary
matrices with K dimensional latent factor space. Accordingly, one is user matrix U in which each
vector Ui ∈ RK is associated with user ui. The elements of the vector in the matrix measure the
user’s extent of interest to such factors. The other matrix is item matrix V in which each vector
Vj ∈ RK is associated with item vj . The vector Vj presents the positive or negative extent of those
factors that vj possesses. The inner product of Ui and Vj represents the interaction of ui and vj ,
and approximates the corresponding rating ri,j as follows:

ri,j ∼ r̂i,j = UTi Vj + µ+ bi + bj , (1)

where µ is the average of ratings overall users and items, and bi and bj denote the observed biases
of user ui and item vj , respectively. The objective of biased MF (Equation (1)) is to learn Ui and
Vj by given training set including real ratings, by minimizing the loss function as follows:

£ =
1

2

∑
i,j

[(ri,j − r̂i,j)2 + λ(||Ui||2 + ||Vj ||2 + b2i + b2j )], (2)

where λ is the parameter to control the regularization to avoid over-fitting in learning. A typical
way to minimize the objective function (2) is to use a gradient descent algorithm. It calculates the
gradients of Ui and Vj for every given rating ri,j as follows:

gUi = −(ri,j − r̂i,j)Vj + λ · Ui,
gVj = −(ri,j − r̂i,j)Ui + λ · Vj .

(3)

We can get the basic MF by deleting the terms of µ, bi and bj from the Equations (1) and (2).

3.3 Tensor Factorization for Recommendation

The CP-tensor decomposition is one of TF algorithms [5], [27]. We call it basic TF. The objective
of TF is to predict user ratings for some items under a contextual condition. Comparing to the MF,
the TF can be considered as a generalization of MF that allows for flexible and generic integration of
contextual information by modeling the data as a User-Item-Context K-dimensional tensor instead
of the traditional 2D User-Item matrix.

In Figure 1, we show a three-dimensional space, i.e. a tensor χ, as a predicted rating model for
the recommendation system. It maps users, items, and contexts into a joint latent factor space with
K dimensions where K is arbitrarily predefined. Unlike MF in section 3.2, let C be an additional
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contextual matrix whose vector Cs ∈ RK is associated with a given context cs. Each element ri,j,s
of the tensor χ on the position index (i, j, s) is approximated as follows:

ri,j,s ∼ r̂i,j,s =

K∑
k=1

uik · vjk · csk. (4)

The objective of basic TF is also to minimize the following function of regularized squared error:

£ =
1

2

∑
(i,j,s)

(ri,j,s − r̂i,j,s)2 +
λ

2

K∑
k=1

(||Ui||2 + ||Vj ||2 + ||Cs||2), (5)

where λ is the parameter to control the regularization to avoid over-fitting in learning, and || · ||2
denotes the L2 norm.

A similar way to minimize the objective function (5) is also to use stochastic gradient descent.
It calculates the gradients of Ui, Vj and Cs for every given rating ri,j,s as

gUi = −(ri,j,s − r̂i,j,s)Vj ◦ Cs + λ · Ui,
gVj = −(ri,j,s − r̂i,j,s)Ui ◦ Cs + λ · Vj ,
gCs = −(ri,j,s − r̂i,j,s)Vi ◦ Uj + λ · Cs,

(6)

where ◦ represents Hadamard product between two vectors, and updates three gradients to the
inverse direction of gradient iteratively. The updating step is often unique and controlled by a
constant learning rate. So the squared error would be converged with a proper learning rate.

3.4 The methods of natural languages processing

In our framework, to get distributed representations of documents (i.e., reviews), we use one of the
following Natural Languages Processing (NLP) methods: Latent Dirichlet Allocation (LDA) [3],
Document to Vector (Doc2Vec) [15], Sparse Composite Document Vectors (SCDV) [17].

LDA is a probabilistic generative latent topic model of a set of semantic documents. Its idea is
that each latent topic is characterized by a distribution over words, and a document is a random
mixture over such topics. It models a document as a distribution of multiple latent topics, thus
we can regard the topic distribution of a document as its feature vector. For LDA, if we set the
number of topics to too large, the topics in each document cannot be distinguished well in the topic
distribution.

Doc2Vec is also one of the widely used techniques for document vector representation in recent
years. It is inspired by the word-level vector representation method Word2Vec [18] using neural
networks. By using vector of words from Word2Vec, Doc2Vec further trains the vector representation
for documents considering the sequence of words. Therefore, different from the traditional method
of Bag-of-words and the way of summing the word vectors by Word2Vec in each document, it
can characterize the semantic features of component words of documents. We use the Distributed
Memory Model of Paragraph Vectors (PV-DM) as the training method for Doc2Vec in this paper.

SCDV is a new document vector representation method that can capture some special features of
words like synonyms and polysemy. Through some extensive experiments in [17], the SCDV signifi-
cantly outperforms the Doc2Vec method in the document classification tasks. By using Word2Vec
and Gaussian Mixture Models (GMM) [19] which is a soft clustering technique, SCDV combines
word embedding models and a latent topic model. That is, it combines syntax and semantics.

In Doc2Vec and SCDV, the characterization of words (i.e., their features in syntax and semantics)
in each document is not changed largely by the number of dimensions of the document vectors.

4 Existing Method

In this section, we explain an existing method MF-LDA proposed by Fang et al. [6]. It is a novel
method of rating prediction which uses both the ratings and reviews, and includes a new first-order
gradient descent method for MF, named TGD. It is based on the biased MF.
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Figure 2: The construction of TF+.

In MF-LDA, they derive topic distribution from user’s reviews via LDA. MF-LDA binds the latent
topics to latent factors via the training process of MF instead of the complicated transformation as
in [16] and [2].

With a given set of the history of feedbacks, the first task is to derive the topic distribution from
each review by LDA. Each review in the feedbacks was regarded as a single document and all reviews
as the corpus D. Assume that there are K topics overall in D, which are shared by all documents.
A topic is denoted by tk with k ∈ {1, . . . ,K}. For a review di,j ∈ D to item vj by user ui, its topic
distribution is denoted by θi,j , which is a K-dimensional stochastic vector. Therefore, each of the
elements θki,j represents the proportion of corresponding topic tk having been mentioned in di,j .

The next step is to model the ratings using MF and further to predict the ratings for users.
The difficulty comes from the link of the topic distributions of reviews and latent factors without
a complicated transformation between them. So the TGD method is to correlate them through the
training process of MF. Since the reviews provide an efficient tool for the users to explain their
ratings, important topics are often mentioned much in the reviews. The key idea is to use θki,j to
affect the learning of Ui and Vj in the training process of MF. With the denotation of gradients gUi
and gVj in Equation (3), the updating equations for Ui and Vj are

Ui ← Ui − γMHθ
i,j · gUi,

Vj ← Vj − γMHθ
i,j · gVj ,

where γM is a pre-defined constant for MF model, and Hθ
i,j is a K ×K diagonal matrix such that

the k-th diagonal element is θki,j . Hθ
i,j is together with γM to be the learning rate, which assigns

various updating steps for each latent factor.
With the MF model trained by TGD, for a given user ui and a given item vj , we calculate the

rating prediction r̂i,j using Equation (1).

5 Proposed Method

In this section, we propose a framework TF+ of methods to predict missing ratings, based on the
basic TF. The structure of TF+ is shown in Figure 2. In the method by TF+, first, one of the
NLP methods in section 3.4 is used for feature extraction to get feature vectors of reviews. Then, if
we use LDA (resp. Doc2Vec, SCDV), we call our method TF-LDA (resp. TF-Doc2Vec, TF-SCDV).
After that, based on the feature vectors, methods by TF+ train TF models using a gradient descent
method respectively. To this end, we propose a new first-order gradient descent method named
Feature Vector Gradient Descent (FVGD) based on TGD [6].

From a set of user’s reviews, the first task for our methods is to pre-process the corpus D. We
can regard each review by user ui to item vj in season cs as a document di,j,s ∈ D. Then we can use
one of NLP methods in section 3.4 to convert a document di,j,s to a K-dimensional numeric vector
δi,j,s called a feature vector. In each feature vector δi,j,s, each element is weight δki,j,s corresponding
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to the latent factor k ∈ {1, . . . ,K}. The size of the corresponding latent factor K is determined
by the dimension number of the feature vector. Then, we assume that δki,j,s represents how much
interest user ui shows to a latent factor k of item vj in season cs. That is, we assume that the
feature vector δi,j,s represents the importance of the degree of features in the evaluation of ui to vj
in cs.

Next, we use a TF model to predict the missing rating values. The method by TF+ integrates
the feature vectors of reviews and latent factors. So we propose FVGD to correlate them during the
training of TF. Assume that the number of latent factors of TF is equal to K. The key idea is to
make δki,j,s affect the learning of TF. With the denotation of gradients gUi, gVj and gCs in Equation
(6), we write the updating equation for Ui, Vj and Cs as

Ui ← Ui − γTHδ
i,j,s · gUi,

Vj ← Vj − γTHδ
i,j,s · gVj ,

Cs ← Cs − γTHδ
i,j,s · gCs,

where γT is a pre-defined constant which is the original learning rate that we initialize a proper value
for TF firstly before the training process started. Hδ

i,j,s is a K ×K diagonal matrix such that the

k-th diagonal element is δki,j,s. H
δ
i,j,s is together with γT to be the new learning rate which assigns

various updating steps for each latent factor.
For the features which have high importance and generate much error, their corresponding latent

factors are updated with large steps in every epoch of training. In contrast, factors of unimportant
features are updated with small steps in every epoch of training. When Ui, Vj and Cs are initialized
with vectors of extremely small constant, such factors will remain the initial values and further
have little impact on the rating prediction. Then, by using the TF model trained by FVGD, we can
calculate the rating prediction r̂i,j,s using Equation (4).

Note that, we can apply FVGD to the basic MF model. That is, we can get the feature vectors
δi,j , and use the following equations:

Ui ← Ui − γMHδ
i,j · gUi,

Vj ← Vj − γMHδ
i,j · gVj ,

where Hδ
i,j is a K ×K diagonal matrix such that the k-th diagonal element is δki,j . We call it MF-

Doc2Vec (resp. MF-SCDV) when we use Doc2Vec (resp. SCDV). With the MF model trained by
FVGD, for a given user ui and a given item vj , we calculate the rating prediction r̂i,j using Equation
(1).

6 Evaluation

6.1 Datasets and Implementation

We use YELP challenge dataset2 which contains many types of business, such as supermarket, salon,
event, and restaurant. Here, we only use data with the ”restaurant” label for our experiment because
we consider the feedback for restaurants reflects the change of seasons. After that, we filter out the
users and items with the following constraints to guarantee the quality of feedback:

• Each review contains at least 10 words,
• Each of the users has at least 5 feedbacks under at least one season, and
• Each of the items concerns with at least 5 feedbacks under at least one season.

Following, we select five cities whose data sparsity and whose average number of words in reviews
are as large as possible. Then, from the dataset, we only independently utilize the feedbacks from
following five cities: Champaign, Cleveland, Glendale, Peoria and Richmond Hill. For each review,

2https://www.yelp.com/
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Table 1: The description of five cities of YELP used in experiments.

city #feedbacks avg.rating #users #items sparsity avg.words
Champaign 2824 3.7178 203 104 0.134 61.9
Cleveland 7637 3.9497 313 203 0.120 84.5
Glendale 4527 3.7018 346 211 0.062 62.8
Peoria 3116 3.6874 324 152 0.063 57.5

Richmond Hill 2336 3.4486 171 122 0.112 79.6

Table 2: Parameter setting.

Method Parameter Value
LDA max iter 500

learning offset 50
learning method online (EM algorithm)

Doc2Vec training model PV-DM
window 5

min count 5
workers 5
sample 1e-3

Word2Vec model skip-gram
window 5

min count 5
workers 5
sample 1e-3

Table 3: Parameter setting for GMM.

Parameter Value
convariance type tied

init params kmeans
max iter 50

#clusters Champaign 60
Cleveland 100
Glendale 60
Peoria 20

Richmond Hill 20
sparse threshold Champaign 0.09

Cleveland 0.06
Glendale 0.07
Peoria 0.05

Richmond Hill 0.03

we discard the stop words, repeated words and punctuations, and do the stemming. With these pre-
processes, Table 1 shows their statistics including the number of feedbacks, the average of ratings,
the number of users, the number of items, the sparsity and the average of the number of words in
reviews. The sparsity of a dataset is calculated as #feedbacks/(#users ×#items). For each dataset,
we use 5-fold cross-validation that randomly takes 80% of the feedbacks as the training set and the
rest as the test set to conduct the experiments.

According to month, we set four seasons Cs = {Spring, Summer, Autumn, Winter} for TF mod-
els as follows:

• Spring: March, April, May
• Summer: June, July, August
• Autumn: September, October, November
• Winter: December, January, February

As a comparison, we train basic MF, MF-LDA3, MF-Doc2Vec, MF-SCDV and basic TF with the
same parameter values as TF-LDA, TF-Doc2Vec and TF-SCDV to guarantee fairness. For each of
the training sets, we train each model until the squared error converges. To this end, we set the
number of epochs of each model to 1000. We test by changing parameter K from 5 to 60, and fixed
regularization λ to 0.0005. As for the learning rate γM and γT , it is much easier to converge with a
smaller learning rate, so we set γM = γT = 0.0002 for our following experiments. The latent factors
in Ui, Vj , and Cs are initialized by randomly generated values following uniform distribution over
[0, 1). To implement TF-LDA (resp. TF-Doc2Vec), we use LDA (resp. Doc2Vec) in sklearn (resp.
gensim) library of Python. To implement TF-SCDV, we use Word2Vec and GMM in gensim and
sklearn libraries respectively. We describe parameter settings for these methods changed from their
default in Table 2. For GMM clustering, the number of clusters and the sparse threshold for each
city are decided to their better values pre-experimentally as Table 3.

For the problem to predict the ratings, the performance of each model is evaluated by observing
the accuracy of predictions. For the given feedbacks from the test set, we compare the rating
prediction r̂i,j,s with its actual rating ri,j,s. Then, as evaluation indicators, we employ Mean Absolute

3We use basic MF as the base model of MF-LDA, while the original MF-LDA by Fang et al. uses biased MF. By
our preliminary experiment, for our dataset, basic MF (resp. MF-LDA based on basic MF) outperforms biased MF
(resp. the original MF-LDA).
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Table 4: Average RMSE for five cities and all.

TF TF-LDA TF-D2V TF-SCDV
Champaign 1.1494 1.0777 1.0621 1.0594
Cleveland 1.0128 0.9600 0.9800 0.9552
Glendale 1.2253 1.1348 1.1491 1.1390
Peoria 1.3312 1.2428 1.2233 1.2136
Richmond Hill 1.0301 1.0003 0.9688 0.9608
Average 1.1498 1.0831 1.0767 1.0656

Table 5: t-test for five cities and all. The symbol * (resp. **) means that p < 0.05 (p < 0.01).

TF-LDA vs TF TF-D2V vs TF TF-SCDV vs TF TF-LDA vs TF-SCDV TF-D2V vs TF-SCDV TF-LDA vs TF-D2V
Champaign 4.63E-18 ** 3.82E-48 ** 3.46E-34 ** 0.0024 ** 0.5062 0.0059 **
Cleveland 2.23E-15 ** 4.24E-25 ** 1.18E-37 ** 0.3605 6.17E-09 ** 0.0028 **
Glendale 7.25E-24 ** 1.36E-38 ** 1.47E-41 ** 0.5240 0.0173 * 0.0710
Peoria 1.26E-20 ** 1.81E-49 ** 1.45E-38 ** 2.15E-05 ** 0.0256 * 0.0016 **
Richmond Hill 9.42E-06 ** 5.54E-38 ** 0.0256 * 1.52E-09 ** 0.0701 2.35E-09 **
Average 3.97E-73 ** 2.52E-166 ** 1.88E-158 ** 1.52E-10 ** 9.51E-09 ** 0.0220 *

Error (MAE) and Root Mean Square Error (RMSE) which are calculated as follows:

MAE =
1

N

∑
i,j,s

(|ri,j,s − r̂i,j,s|)

RMSE =

√
1

N

∑
i,j,s

(ri,j,s − r̂i,j,s)2,

where N denotes the number of feedbacks in the test set, and | · | denotes the absolute value. In
general, RMSE is more sensitive than MAE for the large error of prediction.

6.2 Results of Evaluation

In this subsection, we show the results of the evaluation. In the figures and tables, we abbreviate
Doc2Vec to D2V.

First, to compare four TF-based methods, i.e., the basic TF, TF-LDA, TF-Doc2Vec, and TF-
SCDV, we show the average RMSE for all values K = 5, 10, 15, · · · , 60 in Table 4 and the p-value of
the t-test in Table 5. Recall that K denotes the number of overall features, also the dimension of
Ui, Vj , and Cs. By these results, TF-SCDV provides significantly better performance than others.
Additionally, methods of TF+ outperform basic TF significantly.

Next, to discuss the effect of dimension size K for each model, Figure 3 shows the RMSE values
of basic TF, TF-Doc2Vec, TF-LDA and TF-SCDV with K changed from 5 to 60 for each city. In the
cases of TF-Doc2Vec and TF-SCDV, the value of RMSE is almost stable and better than basic TF.
In the case of TF-LDA, RMSE increases directly with K. However, in the case K ≤ 20, TF-LDA
outperforms other methods. To discuss this in detail, we calculate the perplexity score [10] and the
coherence score [21] of LDA for each K by gensim. Perplexity is a measure of the ability of a model
to generalize documents, and its score should be lower. On the other hand, coherence represents the
average of the semantic similarities of words in topics, and its score should be higher. Figure 4 shows
these scores with K changed from 5 to 60 for each city. From this result, the optimal number of K is
smaller than 20 for any city. Note that, the dataset includes only reviews about restaurants. Thus,
for TF-LDA, K ≤ 20 is better. On the other hand, on TF-Doc2Vec and TF-SCDV, the difference in
K has an insignificant effect.

In the following, we set K to 10, 20, 30, 40 and 50 to conduct a detailed evaluation of the perfor-
mance in rating prediction. Tables 6 and 8 summarize the results of RMSE and MAE respectively
with the best performance emphasized in boldface for each dataset. Tables 7 and 9 summarize
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Figure 3: RMSE with K fixed from 5 to 60.
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Figure 4: Perplexity and Coherence by LDA with K fixed from 5 to 60.
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Table 6: The performance in terms of RMSE of eight methods on all datasets. The best performance
is emphasized in boldface for each dataset.

K Dataset MF MF-LDA MF-D2V MF-SCDV TF TF-LDA TF-D2V TF-SCDV
10 Champaign 1.1783 1.1041 1.1952 1.1067 1.1622 1.0056 1.0625 1.0463

Cleveland 1.0720 0.9918 1.0652 0.9902 1.0482 0.9665 1.0214 0.9568
Glendale 1.2364 1.1712 1.2458 1.1725 1.2663 1.0955 1.1888 1.1448
Peoria 1.3254 1.2706 1.2943 1.2706 1.3580 1.2076 1.2592 1.2263
Richmond Hill 1.0242 0.9862 1.0615 1.0017 1.0661 0.9580 0.9949 0.9736
Average 1.1673 1.1048 1.1724 1.1083 1.1802 1.0466 1.1053 1.0696

20 Champaign 1.2210 1.1743 1.1894 1.1188 1.1638 1.0491 1.0648 1.0607
Cleveland 1.1170 1.0541 1.1040 1.0479 1.0214 0.9350 0.9918 0.9500
Glendale 1.2634 1.3046 1.2483 1.2264 1.2128 1.0983 1.1441 1.1491
Peoria 1.3437 1.4289 1.3223 1.2702 1.3404 1.1971 1.2323 1.2136
Richmond Hill 1.0824 1.1396 1.0655 1.0799 1.0214 0.9516 0.9728 0.9632
Average 1.2055 1.2203 1.1859 1.1486 1.1520 1.0462 1.0811 1.0673

30 Champaign 1.2420 1.1679 1.2448 1.2013 1.1461 1.0668 1.0726 1.0787
Cleveland 1.1310 1.0311 1.1474 1.0827 1.0097 0.9396 0.9759 0.9596
Glendale 1.2869 1.2053 1.2962 1.2730 1.2131 1.0981 1.1380 1.1418
Peoria 1.3657 1.3205 1.3670 1.3343 1.2968 1.2386 1.2238 1.2130
Richmond Hill 1.1050 1.0680 1.1442 1.1179 1.0209 0.9642 0.9491 0.9588
Average 1.2261 1.1586 1.2399 1.2018 1.1373 1.0614 1.0719 1.0704

40 Champaign 1.3019 1.1796 1.2998 1.2699 1.1490 1.0832 1.0657 1.0615
Cleveland 1.1552 1.0612 1.1713 1.1356 0.9911 0.9558 0.9591 0.9628
Glendale 1.3179 1.2263 1.3706 1.3566 1.2090 1.1078 1.1540 1.1197
Peoria 1.4694 1.3362 1.4809 1.4907 1.2742 1.2069 1.1972 1.2000
Richmond Hill 1.1986 1.1666 1.2044 1.2248 1.0175 1.0242 0.9682 0.9579
Average 1.2886 1.1940 1.3054 1.2955 1.1282 1.0756 1.0688 1.0604

50 Champaign 1.3246 1.2072 1.3730 1.3431 1.1341 1.1220 1.0645 1.0728
Cleveland 1.2089 1.0849 1.2309 1.2059 0.9970 0.9700 0.9552 0.9495
Glendale 1.4545 1.2667 1.4715 1.4439 1.2198 1.1510 1.1345 1.1289
Peoria 1.5248 1.7541 1.5625 1.6057 1.3207 1.2464 1.2061 1.1852
Richmond Hill 1.3736 1.1608 1.3556 1.3490 1.0168 1.0275 0.9591 0.9394
Average 1.3773 1.2947 1.3987 1.3895 1.1377 1.1034 1.0639 1.0551

Average for all 1.2529 1.1945 1.2605 1.2288 1.1471 1.0667 1.0782 1.0646

the improvement of TF-SCDV (difference from other methods) for each dataset, and the best per-
formance is also emphasized in boldface. The improvement is calculated by (A − B)/A where A
is the value by other methods and B is the value by TF-SCDV. Also, among TF-based methods,
we conducted the t-test for each city and each K value. The improvement emphasized in boldface
represents significant.

First, TF-SCDV outperforms MF-SCDV significantly in all cities while parameters are in the same
settings. Similarly, comparing basic TF (resp. TF-LDA, TF-Doc2Vec) with basic MF (resp. MF-
LDA, MF-Doc2Vec), the performance of the corresponding TF-based method have increased to some
extent. It indicates that, in the feedbacks about restaurants, the user’s rating would be affected
certainly by seasons.

TF-SCDV shows the best performance in terms of RMSE and MAE in most of the cases that
K ≥ 40. Comparing with MF-based methods, the improvement of TF-SCDV is more than 10%
in both RMSE and MAE. Additionally, TF-SCDV significantly outperforms basic TF in almost all
cases. TF-LDA presents a better result than TF-SCDV in the cases K ≤ 20, while the performance of
TF-LDA would decrease along with the increment of K. When we consider the average performance,
TF-SCDV and TF-LDA are similar and outperform TF-Doc2Vec.

Note that, in the case of MF-based methods, we got similar results, i.e., MF can be improved by
NLP methods and MF-LDA is the best among MF-based methods.
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Table 7: The improvement in terms of RMSE of TF-SCDV on all datasets (%). The improvement
emphasized in boldface represents significant.

K Dataset vs MF vs MF-LDA vs MF-D2V vs MF-SCDV vs TF vs TF-LDA vs TF-D2V
10 Champaign 11.20 5.23 12.46 5.46 9.97 -4.05 1.53

Cleveland 10.75 3.53 10.18 3.37 8.72 1.00 6.32
Glendale 7.41 2.25 8.11 2.37 9.60 -4.50 3.70
Peoria 7.48 3.49 5.26 3.49 9.70 -1.54 2.62
Richmond Hill 4.94 1.28 8.28 2.81 8.68 -1.63 2.14
Average 8.36 3.16 8.86 3.50 9.33 -2.14 3.26

20 Champaign 13.13 9.67 10.82 5.19 8.85 -1.10 0.38
Cleveland 14.94 9.88 13.95 9.34 6.99 -1.60 4.21
Glendale 9.04 11.92 7.95 6.30 5.25 -4.63 -0.44
Peoria 9.69 15.07 8.22 4.46 9.46 -1.37 1.52
Richmond Hill 11.01 15.48 9.60 10.80 5.70 -1.22 0.98
Average 11.56 12.40 10.11 7.22 7.25 -1.99 1.33

30 Champaign 13.15 7.64 13.34 10.21 5.88 -1.12 -0.56
Cleveland 15.15 6.93 16.36 11.37 4.96 -2.13 1.67
Glendale 11.27 5.27 11.91 10.30 5.87 -3.98 -0.34
Peoria 11.18 8.14 11.27 9.09 6.46 2.07 0.88
Richmond Hill 13.23 10.22 16.20 14.23 6.08 0.55 -1.02
Average 12.80 7.64 13.82 11.04 5.85 -0.92 0.13

40 Champaign 18.47 10.01 18.33 16.41 7.61 2.00 0.40
Cleveland 16.65 9.27 17.80 15.22 2.86 -0.73 -0.39
Glendale 15.04 8.69 18.31 17.46 7.39 -1.08 2.96
Peoria 18.34 10.20 18.97 19.50 5.83 0.58 -0.23
Richmond Hill 20.08 17.89 20.46 21.79 5.86 6.47 1.06
Average 17.71 11.21 18.77 18.08 5.91 1.45 0.76

50 Champaign 19.01 11.13 21.87 20.13 5.41 4.38 -0.77
Cleveland 21.46 12.48 22.87 21.27 4.77 2.12 0.60
Glendale 22.39 10.88 23.28 21.82 7.46 1.92 0.50
Peoria 22.27 32.43 24.15 26.19 10.26 4.92 1.73
Richmond Hill 31.61 19.07 30.70 30.36 7.62 8.57 2.05
Average 23.35 17.20 24.57 23.95 7.10 4.38 0.82

Average for all 14.76 10.32 15.23 12.76 7.09 0.16 1.26

7 Conclusion

In this paper, we propose a new framework TF+ including TF-Doc2Vec, TF-LDA and TF-SCDV.
From the given textual reviews, TF-Doc2Vec (resp. TF-LDA, TF-SCDV) extracts features of reviews
by Doc2Vec (resp. LDA, SCDV), and these feature vectors affect the learning process of TF. In
the evaluation, we conduct a series of experiments utilizing five cities information about restaurants
from YELP challenge dataset. According to the comparison, the RMSE of rating prediction by
methods in our framework TF+ improves 5.8–7.3% significantly comparing to the basic TF method
on average of all five cities by K = 5, · · · , 60. If K ≤ 20, TF-LDA outperforms other methods,
otherwise, TF-SCDV is better.

While we tried LDA, Doc2Vec and SCDV as the NLP methods for TF+ in this paper, in the
future, we plan to identify the characteristics of NLP which are better or worse for our framework
even if we apply other NLP methods. Additionally, while we tried basic MF and basic TF as base
models for TF+, we also plan to try other new models.
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