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Abstract

Recently, a clustering method using a combinatorial optimization problem, called combina-
torial clustering, has been drawing attention due to the rapid spreads of quantum annealing
and simulated annealing. Combinatorial clustering is performed by minimizing an objective
function under a condition to satisfy a one-hot constraint. The objective function and the con-
straint function are generally formulated to a unified objective function of a QUBO (Quadratic
Unconstrained Binary Optimization) problem using the method of the Lagrange multiplier. The
coefficients of the QUBO function can be represented by a square matrix, which is called the
QUBO matrix.

Although the Lagrange multiplier needs to be large enough to avoid violating the constraint,
it is usually hard to be set appropriately due to the limitation of the bit precision. For example,
the latest quantum annealer can handle values represented by only six or fewer bits. Even
conventional computing systems cannot control the larger value of the Lagrange multiplier as
the number of data points increases. Besides, the execution time for combinatorial clustering
increases exponentially as the problem size increases. This is because the time for the QUBO
matrix generation is long and a dominant factor of the total execution time when the problem
size is large.

To solve these problems, this paper proposes combinatorial clustering that overcomes the
limitation of the method of the Lagrange multiplier. The proposed method uses a QUBO solver
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that can externally define the one-hot constraint independent from the objective function, and
the externally-defined constraint is satisfied by the operations with multiple bit-flips. As the
QUBO function contains only the objective function, the method of the Lagrange multiplier is
not necessary. The proposed method can optimize the objective function sufficiently even when
the problem size is large. Since the constraint function is not included in the QUBO function,
the proposed method also reduces the time for the QUBO matrix generation.

The experimental results obtained using the artificial and real data show that the proposed
method can improve the quality of annealing-based clustering results in all data sets. The
experimental results also clarify that the quality of the proposed method is almost equal to or
better than that of quasi-optimal clustering methods such as K-means. The evaluation using the
multiple traveling salesman problem shows that the proposed method can obtain shorter tour
lengths than the conventional annealing-based clustering in all 13 cases and K-means++ in 6 out
of 12 cases with a significant difference. Furthermore, the proposed method can accelerate the
execution time for combinatorial clustering because there is no need to calculate the coefficients
of the constraint function.

Keywords: Combinatorial Clustering, Simulated Annealing, Quantum Annealing, Constraint
Function.

1 Introduction

Today, the demand for high-performance clustering in the field of data science is growing as it is
widely used in the analysis of big data. For example, the industry uses the clustering of customer in-
formation to provide recommendations and appropriate support to customers. Therefore, clustering
is an essential tool in modern social systems.

Clustering is performed by minimizing an objective function. The objective function for clustering
evaluates the sum of intra-cluster and inter-cluster distances among data points [2]. The number of
combinations of classification results increases as the number of data points increases. Therefore, it
is difficult to search for a combination that minimizes an objective function in the case of large data
sets.

In order to avoid searching a vast amount of combinations, K-means approximates an objec-
tive function to reduce the computational complexity by performing local search optimization [3].
However, the approximate objective function does not always provide an accurate clustering result
because the clustering result is based on the local optimal solutions.

Recently, combinatorial clustering has been drawing attention. Combinatorial clustering solves
clustering problems as a combinatorial optimization problem. Due to the advances in quantum
annealing (QA) and simulated annealing (SA), finding the exact optimal solution that minimizes
an objective function gradually becomes practical. Especially, QA takes advantage of quantum
superposition effects to quickly solve combinatorial optimization problems. Kumar et al. [4] have
indicated that, for combinatorial clustering, QA can quickly obtain the exact optimal solution that
minimizes an objective function and achieves high-quality clustering results.

In combinatorial clustering using QA, a binary variable ¢ is used to express whether a data
point i belongs to a particular cluster a or not. Since a data point ¢ belongs to only one cluster,
only one of the binary variables ¢} ~ g% becomes one. This constraint is called a one-hot constraint.
Combinatorial clustering can be performed by minimizing an objective function under the condition
to satisfy this constraint.

However, in the conventional method of combinatorial clustering, an objective function and a
constraint function are formulated to a QUBO (Quadratic Unconstrained Binary Optimization)
problem by the method of the Lagrange multiplier. While the Lagrange multiplier needs to be large
enough to avoid violating the one-hot constraint, it is usually hard to be set appropriately due to
the limitation of the bit precision. For example, the latest quantum annealer can handle values
represented by only six or fewer bits [4,5]. Even in the case of conventional computing systems with

A short version of this work [1] has appeared in the proceedings of the CANDAR’20.
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high bit precision, their bit precisions are not sufficient when the problem size is large. Moreover,
the time for the QUBO matrix generation is one of the dominant computations in combinatorial
clustering. This is because the execution time is long in the case where the QUBO matrix represents
the one-hot constraint as coefficients.

To overcome the limitation of the method of the Lagrange multiplier and improve the quality
of combinatorial clustering, this paper proposes a different approach to combinatorial clustering.
The idea of the proposed method is to externally define the one-hot constraint independent from an
objective function in a QUBO solver. In the solver, the externally-defined constraint is satisfied by
the operations with multiple bit-flips. Furthermore, this paper also proposes a method to accelerate
the generation of a QUBO matrix.

The rest of this paper is organized as follows. Section 2 describes clustering algorithm, and their
quantum annealing and simulated annealing implementations. Section 3 proposes a combinatorial
clustering method based on an externally-defined one-hot constraint. Section 4 evaluates the pro-
posed method in terms of the quality and the execution time in clustering. Section 4 also discusses
the performance of the proposed method by using a real application. Section 5 describes related
work on the proposed method. Section 6 concludes this paper.

2 Combinatorial Clustering by Annealing Algorithms

2.1 Combinatorial Clustering

This subsection first describes conventional clustering methods and annealing algorithms. Second,
the clustering based on the annealing algorithm is presented.

Combinatorial clustering minimizes the sum of intra-cluster distances among data points. The
objective function is represented as the following equation.

Z Z Z d(x;, ). (1)

alCz)CC()Ca

Here, K is the number of clusters. z; indicates a coordinate of data point i, and d(z;, x;/) indicates the
distance between ¢ and i'. C(i) = C, indicates that data point ¢ belongs to cluster a. For clustering,
the smaller the value H of the objective function is, the higher quality the clustering result is.
Therefore, finding the combination of data that minimizes the objective function of combinatorial
clustering guarantees that a global optimal solution is found [4].

However, finding the global optimal solution of combinatorial clustering becomes difficult as the
problem size increases [6]. A problem search space of clustering, S(N, K), that allocates N data
points to K clusters is represented by the following equation [6].

K
S(N, K) = % POt < ]ZV >¢N. 2)

For example, S(19,4) ~ 1.1 x 10'°, and the number of combinations of the clustering results is very
large [4].

There are two approaches to this problem. The first is to perform a quasi-optimal search, such
as K-means [3]. The second method is to reduce computational complexity by using efficient search
algorithms based on SA or QA [4,7].

2.2 K-means Algorithm

K-means is a heuristic algorithm that efficiently solves the quasi-optimal solution of clustering [8].
In Eq. (1), the distances among all the data points need to be computed. Instead, in K-means,
the distances between the centroid and each data point in the cluster are computed. Initially, the
centroids of K clusters are randomly selected. Then, each data point is assigned to one of the
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clusters whose centroid is the nearest. Next, the centroids of the generated clusters are computed,
and the data points are classified into the clusters in the same way. These computations are repeated
until there is no change in the cluster, or the amount of change in the clustering result goes below
a certain threshold [8,9].

The K-means algorithm is mathematically approximated by the following equation [9].

K
SSE = Z Z (z; — pe, ). (3)

a=1 C(Z)ZCQ

Here e, is a cluster centroid of Cy,. Eq. (3) calculates the sum of squared errors of prediction (SSE)
in clusters, which is also called Inertia.

However, since Eq. (3) is an approximation of the objective function shown in Eq. (1), the local
optimal solution for clustering may be obtained [4]. Recently, accelerating the optimization of Eq. (1)
using annealing algorithms has been discussed intensively to obtain the global optimal solution of
clustering.

2.3 Annealing Algorithms using QUBO

Annealing algorithms such as SA and QA are expected to accelerate solving a combinatorial opti-
mization problem. The combinatorial optimization problem is a problem to find the optimal solution
from combinations of multiple variables. In the annealing algorithms, the combinatorial optimization
problem is represented as a QUBO problem, which minimizes an objective function of a quadratic
polynomial described by binary variables [10]. The optimal solution is found by minimizing the
value of the objective function, called a Hamiltonian.

The Hamiltonian of QUBO is represented by Eq. (4).

H=>aijaq+ Y bid}. (4)
i<j i
Here, g; represents a value of 0 or 1, called a qubit. When there are n qubits, the range of integer ¢
and j is from 0 to n — 1. The flipping of a binary variable from 0 to 1 or 1 to 0 is called a bit-flip
operation. In Eq. (4), since all terms are a product of two qubits, they can be expressed as a product
of a QUBO matrix and a vector, as shown in the following equations.

q0
q1
H =1(qo,q1, "+ ,qn-1)Q : ) (5)
dn—1
bo ap1 ... Gop-2  Gon—1
0 b1 ... Gin—2 Gip-1
Q=1 : i z : (6)
0 0 ce bn_g Ap—2n—1
0O 0 ... 0 by 1

Here, @ indicates a QUBO matrix. Therefore, the combinatorial optimization problem can be
represented in the form of a QUBO matrix.

To solve combinatorial clustering by annealing algorithms, Eq. (1) is transformed into a QUBO
function by introducing a binary variable, as shown in the following equation.

1 K N K
H=g Y dne) ) dugh+ Y M0 g~ (7)
i,j=1 a=1 i=1  a=1
The binary decision variable ¢/, is defined as the following equation.
i J1 (Ci) =Ca)
%‘% (C(i) # Ca)-
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Figure 1: An example of combinatorial clustering by one-hot encoding.

A; is defined as the following equation.
Ai > (N - K)d. (9)

d is the pair-pointwise maximum of d(z;, x;) for all 4 and j. The first term of Eq. (7) indicates the
objective function obtained by transforming Eq. (1). The second term is the constraint function
with one-hot constraint that is required by introducing binary variables. Figure 1 shows an example
of the solution that satisfies the one-hot constraint. If the variable ¢ is one, data point i belongs to
cluster a. By minimizing the second term of Eq. (7), the one-hot constraint is satisfied. When data
points N are clustered into K clusters, NK variables are required. All the data points need to be
clustered into one of K clusters. Besides, the normalization of d(z;,z;) such that d = 1 results in
follwing equation from Eq. (9).

A= (N-K). (10)

In this paper, combinatorial clustering using one-hot encoding is called one-hot clustering.

To solve a combinatorial optimization problem by avoiding whole search of combinations, a
heuristic method of SA is used [11]. Figure 2 shows the difference between a hill climbing algo-
rithm [12] and a SA algorithm. As shown by the green arrow in Figure 2, the hill climbing algorithm
calculates Hamiltonian H1 of a random initial combination ¢y ~ g,—1. Then, another Hamiltonian
H?2 is calculated. Here, the only binary variable ¢; in a combination of Hamiltonian H1 is flipped
in a combination of Hamiltonian H2. By comparing Hamiltonians H1 with H2, the combination
of the smaller Hamiltonian is adopted as the more suitable solution. Thereafter, Hamiltonian H3
is computed with only one bit-flip operation for the combination of H2 in the same way. If H3 is
smaller than H2, the combination of H3 is adopted.

However, this simple procedure may cause a local optimal solution. To get out of a local optimal
solution, SA also attempts a search for a larger Hamiltonian, as shown by the red arrows in Figure 2.
SA adopts the combination obtained by Hamiltonian H3 as the more suitable solution even when
Hamiltonian H3 of the combination is larger than Hamiltonian H2 of another combination with
only one bit-flip operation. The condition to adopt larger Hamiltonian H3 to avoid a local optimal
solution is expressed as the following equation using temperature variable 7' (> 0). The rand|0, 1]
function performs uniform random sampling within the real interval including 0 and 1.

H2 - H1
T

This bit-flip operation probabilistically prevents from the local optimal solution. In this case,
temperature T decreases as time increases [11,13]. Due to thermal fluctuations, a combination of a
higher Hamiltonian tends to be adopted at the beginning of the search. At the end of the search, a
combination of a lower Hamiltonian is adopted. As a result, SA can find the optimal solution. This
process is repeated until the pre-defined number of iterations, called sweeps.

The other way to solve a combinatorial optimization problem is to use QA. QA uses quantum
fluctuations instead of thermal fluctuations to search the solution space [14]. In QA, a quantum

exp(— ) > rand|0, 1]. (11)
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Figure 2: Difference between a hill climbing algorithm (green arrow) and a SA algorithm (red
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Figure 3: The conventional QUBO function with both an objective and a constraint function.

bit (qubit) is the smallest unit of information. One bit represents either state 70”7 or ”1” while one
qubit is a superposition of both states 70” and ”1.” A superposition of qubits converges to either
state 70" or ”1” only when it is observed. While SA needs a neighborhood search to invert one of
the bits of the combination, QA can search for the global solution space by superposition states [15].
Besides, even in the case when trapped in a optimal local solution, QA can find the optimal solution
by using the quantum tunneling effect that slips through the potential barrier of the local minimal
value.

D-Wave Systems Inc. has developed D-Wave 2000Q as a dedicated quantum annealer for QA [16].
When solving a combinatorial optimization problem in D-Wave 2000Q, the objective function is
formulated into the QUBO matrix. The QUBO matrix is sent to D-Wave 2000Q to solve the
combinatorial optimization problem by hardware.

2.4 Problems of the annealing-based clustering algorithm

Figure 3 presents the conventional QUBO function with both the objective function and the con-
straint function in a search space. The coefficients of the constraint function is set to a large enough
value due to the large Lagrange multiplier in Eq. (9). The search space for the solution of the
constraint function has deep valleys, as shown in Figure 3. In contrast, the coefficients of the ob-
jective function are small compared to those of the constraint function. Figure 3 shows that the
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search space for the solution of the objective function is shallow compared to that of the constraint
function. The influence of the objective function is small relative to the constraint function in the
QUBO function. Since the QUBO function does not sufficiently represent the characteristics of the
objective function, it is difficult to optimize.

Moreover, QA is optimized using the Ising spin glass in actual machines [17], where spin variables
o € {—1,41} and binary variables g € {0,1} are transformed by ¢ = %(0 + 1). To investigate the
limitation of combinatorial clustering by a quantum annealer, the binary variables in Eq. (7) can be
further transformed into the following equation by using spin variables [4].

1 K 1
H= 3 Z d(z;, x;) Zaéaé + ZAZZJéJé
1,j=1 a=1 i=1 a#b
1 Ko N K
+Zi]2::1d(zi,zj);aé+§)\(K—2);;az. (12)

In Eq. (12), the first and third terms are obtained by transforming the first term in Eq. (7), and the
second and fourth terms are obtained by transforming the second term in Eq. (7). Here, the constant
term is ignored because its value does not change. Assuming a machine that can handle n-bit integer
types, the maximum value of the coefficients is 2"~! —1 [18]. As the maximum coefficient in Eq. (12)
is the fourth term, the following equation is obtained.

%/\(K —2)=2""1_1 (13)

Then, the maximum value of the Lagrange multiplier can be driven by the following equation.

2(2n 1 —1)

A=
K -2

(14)

Since A > (N — K)d(z;,z;) from Eq. (9), the following formula expansion can be derived for the
distances d(z;, z;) when the coefficients are given to the Hamiltonian.

2(2""1 1)
(N-K)(K-2)

Current quantum annealers support only about 6-bit precision for coefficients at most [4,5]. For
example, when the number of clusters K is 4, and the number of data points IV is 3, d < 62. On the
actual quantum annealer, %d < 8 from Eq. (12). This means that the coefficients have only about
3 bits of precision at most. As the number of data increases, the bit precision of the coefficients
becomes smaller, resulting in difficulty in practical clustering.

Even in the case of conventional computers that can handle data types with a larger precision,
the bit precision of combinatorial clustering becomes a severe problem. Assuming a computer that
can use 32-bit integer types, N = 1,500 and K = 6, %d should be less than 89,837 [4]. This
means that the precision is about 16 bits, around half the actual precision. As the number of data
points and/or clusters increases, the denominator of Eq. (15) becomes further large. As a result, the
precision requirements for d become severe. The hardware precision is strictly required by unifying
an objective and a constraint function by the Lagrange multiplier.

Figure 4 shows the results of the one-hot clustering using SA when the number of clusters K = 2.
The numbers of data points N in Figures 4 (a) and (b) are 20 and 200, respectively. From Figure 4,
it is shown that combinatorial clustering does not work well when the number of data points is 200.
This is because the 64-bit precision is not enough in the case of N = 200, while the 64-bit precision is
enough in the case of N = 20. The use of the Lagrange multiplier causes the bit precision problem.
Therefore, it is necessary to satisfy the constraint apart from the minimization of the objective
function.
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Figure 4: One-hot clustering using SA at K = 2.
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Figure 5: Binary clustering using SA at K = 2 and N = 200.

One of the methods to solve the bit precision problem is binary clustering [4]. Binary clustering
is shown as the following equation.

N
1
H= 5 Z d(l’i,l'j)SiSj. (16)
i,j=1
Here s; is defined as the following equation.
-1 (C®i) =C).

Since binary clustering does not use a constraint function, it relaxes the bit precision problem.
Figure 5 shows that binary clustering can be performed even with the problem size that the one-hot
clustering failed. However, the number of clusters is limited to two, which is not practical at all.
Thus, clustering that can handle any number of clusters is strongly required.

3 Combinatorial Clustering Based on an Externally-Defined
One-Hot Constraint

The QUBO function of combinatorial clustering uses the Lagrange multiplier method to combine an
objective function and a constraint function into a QUBO matrix. The sufficient precision cannot
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Figure 6: The proposed QUBO function with an external constraint.

Algorithm 1 A multiple bit-flips algorithm in simulated annealing with an externally-defined one-
hot constraint.
. Select a variable ¢, to flip

[y

2: Get variables ¢¢ ~ ¢’ related with the constraint of ¢’
3: if The number of 1 in the variables ¢i ~ g% is 1 then
4: if ¢! is 1 then

5: Flip another variable from ¢} ~ ¢% except ¢

6: else

7: Flip a variable of its value equals to 1 in ¢} ~ ¢&
8: end if

9: end if

—_
=]

. Flip a variable ¢’

be given to coefficients of the QUBO matrix because the bit precision is limited in the quantum
annealer. The Lagrange multiplier is needed when the QUBO matrix includes both the objective
function and the constraint function. Therefore, this paper proposes combinatorial clustering that
overcomes the limitation due to the Lagrange multiplier.

Moreover, the generation of the QUBO matrix by the conventional method dominates the exe-
cution time in combinatorial clustering. Therefore, this paper also proposes an efficient method to
generate the QUBO matrix for the acceleration of combinatorial clustering.

3.1 Combinatorial Clustering using Simulated Annealing with an Exter-
nal Constraint

The proposed method uses a QUBO solver that can externally define the one-hot constraint indepen-
dent from the objective function [19]. In the QUBO solver, a constraint is satisfied by the algorithm
of SAEC (Simulated Annealing with an External Constraint). Figure 6 presents the proposed QUBO
function with the external constraint in a search space. The green area in the figure is the region that
satisfy the constraints. SAEC receives the externally-defined constraint among variables as input
data. There is no need to include the coefficients of the constraint function in the QUBO matrix
when SAEC is used. Therefore, the QUBO function sufficiently represents the objective function as
shown in Figure 6. In SAEC, the solution is checked if it satisfies the constraint after each sweep. If
the flip of one of the variables does not satisfy the constraint, it refers to the constraint information
and flips another variable to satisfy the constraint.

In Figure 1, only one variable among ¢i, ¢4, and ¢} is 1, and the others are 0. Variable ¢] = 1
means data point i = 1 belongs to cluster a = 1. If a variable ¢ = 1 is flipped, all variables ¢,
g3, and g3 become zero, which violates a constraint. Data point i = 1 does not belong to any
cluster. Algorithm 1 shows how to flip variables by SAEC. To prevent the constraint violation,
SAEC controls the solution to satisfy the constraint by simultaneously flipping either ¢4 or ¢4
when ¢! is flipped. This allows SAEC to efficiently search the solution space while satisfying the
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Listing 1: Generating a QUBO matrix of the conventional method using PyQUBO.

1 from pyqubo import Array, Constraint
2 from .utils import min_max
3
4 def get_pyqubo(dist, n_clusters):
5 leng = len(dist)
6 lam = leng — n_clusters
7 dist = min_max(dist)
8
9 gbit = Array.create(’qbit’,
10 shape=(leng, n_clusters),
11 vartype=’"BINARY’)
12 H = 0.5 * sum(dist[i,j] * gbit[i,a] * gbit[j,a]
13 for i in range(leng)
14 for j in range(leng)
15 for a in range(n_clusters))
16 + lam * Constraint(sum((sum(qgbit[i,a]
17 for a in range(n_clusters)) — 1) #x 2
18 for i in range(leng)), label="0NE_HOT’)
19 model = H.compile()
20 qubo, offset = model.to_qubo()
21
22 return qubo

constraint. The search for a solution to reduce the value of the objective function is performed by
the conventional SA algorithm. The operation with multiple bit-flips of Algorithm 1 are performed
so that the constraints are satisfied.

Combinatorial clustering using annealing algorithms needs to generate a QUBO matrix that
represents a QUBO problem to be optimized by SAEC. Listing 1 shows the implementation of the
generation of the QUBO matrix from the Hamiltonian in combinatorial clustering of Eq. (7) by using
PyQUBO. As it is difficult to generate the QUBO matrix from the Hamiltonian, PyQUBO has been
developed to save the effort of generating the QUBO matrix by programmers [20]. In Listing 1,
get_pyqubo receives dist, the distance matrix of data, and n_clusters, the number of clusters, and
calculates the QUBO matrix. min max is the normalization function for the given distance matrix.
The Lagrange multiplier is adopted as Eq. (10).

There are two concerns about the long execution time for PyQUBO. The one is an algorith-
mic problem. PyQUBO automatically calculates coefficients of the QUBO matrix based on the
Hamiltonian. In the process of generating the QUBO matrix, PyQUBO expands the formula of the
Hamiltonian, and adds up all the QUBO coefficients of the similar terms. There is a regularity to
generate coefficients of a QUBO matrix from the Hamiltonian of combinatorial clustering. Therefore,
the QUBO coefficients can be calculated in advance using regularity.

The other is an implementation problem. PyQUBO uses append to add coefficients to the QUBO
matrix in the Python dictionary format. A Python dictionary is a data structure that is commonly
known as an associative array. append creates a new data structure by adding elements to an
existing data structure. However, append is inefficient because it allocates a new memory space
that replicates the existing memory space and extends a new element. Therefore, the generation of
QUBO matrices can be accelerated by reserving the necessary amount of memory in advance.

3.2 Compact QUBO Definition for Combinatorial Clustering

This subsection describes a method to generate the QUBO matrix. This method effectively assigns
QUBO coefficients to the QUBO matrix in order to accelerate the generation of the QUBO matrix.
Among the Hamiltonians of combinatorial clustering in Eq. (7), the objective function and the
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constraint function are given by the following equations.

1 N K
Hobjective = 5 Z d(xm xj) Z QQQZL
1,j=1 a=1
N K
= ) dwi,z)) dia) (18)
i=1 a=1
Jj>t
and
N
Hconstraint = Z AiHonefhob (19)
i=1

Here, Hope—hot is defined by Eq. (20). Moreover, Eq. (20) is transformed into Eq. (21) as follows.

K
Honefhot = (Z sz - 1)2 (20)
a=1
K K
= Q_a)?-2) di+1
a=1 a=1
K K K
= 3> diab—2) (ah)’+ 104, = (dh))
a=1b=1 a=1
K K K
= > da+ > dag-2> (g)+1
a,b=1 a,b=1 a=1
a=b a#b
K K K
= > (@) +2) dig—2) (gi)*+1
a=1 a=1 a=1
b>a
K K
= =D (@) +2> dg+1. (21)
o=t i

The fact that ¢¢ = (¢%)? is used because of ¢¢@ = {0,1} for the transformation. By substituting
Eq. (21) into the constraint function of Eq. (19), the following equation is derived.

N K

N K N
Hconstraint = - Z )\’L Z(QZ)2 +2 Z )\’L Z q;Qlla + Z )\1 (22)
i=1 a=1 i=1

i=1 a=1
b>a

As a result, the objective function of Eq. (18) and the constraint function of Eq. (22) are composed
of the sum of the product of two variables ¢’¢J, ¢.qi, or (¢4)>.
Therefore, the QUBO coefficients can be obtained as follows.

d(xi,zj) (i <j,a=0)

Va1~ K Wh—am K 2X (i =j,a <b).

Note that the third term in Eq. (22) can be ignored in the QUBO matrix because it does not interact

with variables q.
In this paper, the formulation of Eq. (23) is called Compact QUBO Definition (CQD). Algo-
rithm 2 shows the pseudo code of the QUBO matrix generation that includes the one-hot constraint.
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Algorithm 2 Generating a QUBO matrix that includes the one-hot constraint.

Initialize k to the number of clusters
Initialize n to the number of data points
Initialize D to the normalized distance matrix of data
Initialize A to the result of subtracting k from n
Let Q be a new nk x nk QUBO matrix
for i =1 ton do
for j =i tondo
for a =1 to k do
for b=1to k do
if i < j and a = b then
Q((i,a), (5,b)) = D(i, j)
else if ¢ = j and a = b then
Q((Z’ (Z), (Ja b)) =-A
else if i = j and a < b then
Q(ia), (5, b)) = 2\
end if
end for
end for
19: end for
20: end for

e e T e

Algorithm 3 Generating a QUBO matrix that does not include the one-hot constraint.

1: Initialize k£ to the number of clusters

2: Initialize n to the number of data points
3: Initialize D to the normalized distance matrix of data
4: Let Q) be a new nk x nk QUBO matrix
5. fori=1ton—1do

6: for j =i+ 1tondo

7 for a =1 to k do

8: Q((i?a’)’(jva)) :D(i7j>

9: end for

10: end for

11: end for

In CQD, QUBO coefficients are directly given in the QUBO matrix since their assignment can be
decided in advance. Furthermore, the method of directly assigning coefficients can be executed faster
than PyQUBO because the function call of append, which is required in PyQUBO, is not required
in CQD. This technique can also be used in various languages to directly store QUBO coefficients
in the QUBO matrix.

Moreover, SAEC that externally defines the constraint function does not need to calculate the
coefficients of the constraint function as the QUBO coefficients. CQD for SAEC calculates only the
coefficients of Eq. (18). Thus, the QUBO coefficients can be assigned as follows when SAEC is used.

Q((,a), (j,a)) = d(zi, x;). (24)
Vi=1~N—1,Yj=i+1~N
VYa=1~K,

In the left hand side of Eq. (24), "a” of the first element and that of the second element are
common. However, the notation cannot be changed from ((,a), (j,a)) to (i,4,a). This is because
the coefficients of the QUBO matrix represent the interaction between qubits, and the size of the
QUBO matrix is the square of the number of qubits. Algorithm 3 shows the pseudo code of the
QUBO matrix generation that does not include the one-hot constraint. Conventionally, SA requires
the large Lagrange multiplier for the constraint. However, SAEC does not require the Lagrange
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Figure 7: The block diagram of a vector engine.

multiplier because the constraint is satisfied by the operations with multiple bit-flips. As a result,
the CQD used for SAEC in Algorithm 3 can be more computationally efficient than the CQD used
for SA in Algorithm 2.

4 Evaluation

4.1 Experimental Environments

This section evaluates the proposed method in terms of the qualities of clustering results and the
execution time.

To execute the proposed method of externally-defined constraint, SX-Aurora TSUBASA (Aurora)
is used. Aurora consists of a CPU (Intel Xeon 6126) and a VE (NEC Vector Engine Type 10B) [21-
24]. Figure 7 shows the block diagram of a VE [25]. A VE contains a vector processor (VPU), a 16
MB shared last-level cache, and six HBM2 memory modules. A VPU is a high-performance processor
that can store many data in vector registers and execute operations simultaneously, where operations
are called vector operations. In SA, the calculation of the energy after the bit-flip operation is the
most computationally complex. Since this calculation is a matrix operation and can be accelerated
by vector operations. The solver that executes SA and SAEC using Aurora is called Aurora Simulated
Annealing (ASA).

ASA also uses a parallel processing method [19] called Parallel Tempering (PT) [26]. PT allocates
different temperatures to multiple processes. Each process executes SA or SAEC independently.
Moreover, solutions are probabilistically exchanged between processes according to the temperature.
The number of parallel temperature on a CPU is 12, and that on a VE is 8. The number of sweeps
is set to 100. Inverse temperature % is set to 0.1 when starting the solver, and increases until 50 at
the end.

Table 1 shows clustering methods used in the experiments. This paper compares the proposed
method with the conventional method, K-means, K-means++, and Spectral clustering. The conven-
tional clustering of internally-defined constraint is called the conventional method. The conventional
method minimizes the QUBO function that includes both the objective function and the constraint
function. The annealing algorithms used in the experiments are ASA and D-Wave’s Leap Hybrid
Sampler (Leap). ASA is executed on a CPU and a VE, respectively, as in the proposed method.
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Table 1: Clustering methods used in the experiments.

] Clustering method \ Framework \ Processor ‘
The proposed method Aurora simulated annealer CPU
of the externally-defined constraint | Aurora simulated annealer VE
The conventional method Aurora simulated annealer CPU
of the internally-defined constraint | Aurora simulated annealer VE
Leap hybrid sampler QPU, CPU
K-means Scikit-learn CPU
K-means++ Scikit-learn CPU
Spectral Scikit-learn CPU

Table 2: The data sets used for the evaluation.

Data set \ # of instances \ # of classes
Iris 150 3
Wine 178 3
Breast cancer 683 2
Connectionist bench 208 2
Tonosphere 351 2
Seeds 210 3

QA cannot be executed if the problem size is large because the number of qubits is limited. A Leap
hybrid sampler combines QA on a QPU (Quantum Processing Unit) and conventional computation
on a CPU for larger problems instead of using only QA. Leap are used through the dwave-ocean-
sdk v2.1.1 Python interface. The other methods to be compared with the proposed method are
quasi-optimal clustering methods such as K-means, K-means+-+, and Spectral clustering that are
executed on a CPU by using scikit-learn v0.23.2 [27]. K-means and K-means++ are performed to
minimize the approximate objective function shown in Eq. (3). Spectral clustering is a method that
can be used for clustering complicated data, although it does not minimize the distance between
data as in the functions of Egs. (1) and (3).

QUBO matrices of combinatorial clustering for annealing algorithms are generated by CQD.
PyQUBO v0.4.0 is compared to the QUBO generation using CQD. QUBO matrices are generated
on a CPU.

The data sets used to evaluate all these five methods are an artificial data set generated by
make_blobs in scikit-learn [27], toy data sets by loading from the sklearn.datasets module [27],
and real data sets from the UCI Machine Learning Repository [28]. All the artificial data sets are
generated with the standard deviation of the clusters of 1.5. Table 2 shows the data sets used in the
experiments. The toy data sets are closer to real data sets than artificial ones. In Table 2, Iris and
Wine are the toy data sets, and the others are the real data sets.

The quality of a clustering result is evaluated by Cost as the value of an exact objective function
shown in Eq. (1). The distances used to calculate Cost are normalized by the maximum distance,
and the values of Cost are normalized by the mean Cost values of the proposed method. The
execution time is measured by omitting the file reading and writing times and the communication
time to the D-Wave Cloud server. All experiments are run in Python except for the process of
solving the QUBO problem. Since the execution time tends to vary in the Python environment, all
the experiments are carried out 100 times, and the mean value and the error bar with the standard
deviation are presented.
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(a) The conventional method.

(b) The proposed method.

Figure 8: The results of combinatorial clustering.

4.2 Evaluation of Externally-Defined One-Hot Constraint Clustering
4.2.1 Evaluation of Quality

Figure 8 shows the results of the conventional method and the proposed method, both on a CPU.
The number of data points N is 100, and the number of clusters K is 6. In Figure 8 (a), all the
data points belong to a single cluster. This is because SA can minimize the constraint function
in the QUBO function. When the QUBO function contains both the objective function and the
constraint function, the coefficients of the constraint function become very large. Since the influence
of the objective function becomes relatively small, the conventional method succeeds in minimizing
the constraint function, but fails in minimizing the objective function. As a result, the conventional
method fails in clustering the data points as shown in Figure 8 (a). Figure 8 (b) shows that the
proposed method succeeds in clustering the data points. This is because SAEC minimizes the
objective function independently from the constraint.

Figure 9 compares the proposed method with the conventional method in aspect of Cost. In
Figure 9, Conventional indicates the conventional method that includes the constraint function in a
QUBO matrix. Proposed indicates the proposed method that externally defines the constraint. The
proposed method is executed by ASA on a VE. The conventional method is executed by ASA on
a VE and Leap Hybrid of both a CPU and a QPU. Figures 9 (a) and (b) are the results using the
artificial data sets. Figure 9 (a) changes the number of data points when the number of clusters is
3. Figure 9 (b) changes the number of clusters when the number of data points is 256.

From these figures, the proposed method gives the best quality results regardless of the number
of data points and clusters. This is because the conventional method using the Lagrange multiplier
makes it difficult to successfully perform combinatorial clustering due to the limitation of precision
on the hardware. Figure 9 (a) also shows that the difference between the conventional and the
proposed methods increases as the problem size increases. Cost of the proposed method is less than
a quarter of Cost of the conventional method when the number of data points is 256 or more. This
is because the conventional method requires the large Lagrange multiplier for the large number of
data points.

Figure 9 (c) shows the results using the toy data sets and the real data sets. This figure shows
that Cost of the proposed method is lower than that of the conventional method in all cases. Cost
of the proposed method is lower than half of Cost of the conventional method on average. This is
because the proposed method optimizes the objective function separately from the constraint. Thus,
the proposed method can perform high quality clustering not only on the artificial data but also on
the real data.

Moreover, the error bars of the proposed method are shorter than those of the conventional
methods. This is because the proposed method achieves the lowest Cost in almost all trials. Since
the proposed method has a little variation of Cost, high quality clustering results are obtained stably.

Figure 10 compares the proposed method with the quasi-optimal clustering methods in aspect
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of Cost. All the quasi-optimal clustering methods are executed on a CPU. Figures 10 (a) and (b)
are the results using the artificaial data sets. Figure 10 (a) changes the number of data points when
the number of clusters is 3. Figure 10 (b) changes the number of clusters when the number of data
points is 256.

These figures show that Cost of the proposed method is lower than or equal to that of K-means,
K-means—++, and Spectral clustering. The proposed method can find the optimal solution if the
objective function can be minimized. However, the optimal solution of the K-means approximate
objective function shown in Eq. (3) is not necessarily equivalent to that of the exact objective
function shown in Eq. (1). As a result, the proposed method achieves the highest quality clustering.

Figure 10 (c) is the result using the toy data sets and the real data sets. This figure also
shows that Cost of the proposed method is lower than or equal to that of K-means, K-means++,
and Spectral clustering. Thus, even for real-world data, the proposed method has the potential
to achieve the best clustering results by minimizing the value of the exact objective function of
clustering. These figures also indicate that Cost of Spectral clustering is much higher than the
proposed method, K-means, and K-means+4. The smaller the value of the objective function in
Eq. (1), the smaller Cost becomes. Spectral clustering is a clustering method that utilizes graphs’
connected structure [29] and has a different objective function from Eq. (1). Therefore, Spectral
clustering does not minimize the distance between data points within a cluster. On the other
hand, there are data with complicated distributions that cannot perform appropriately clustering by
methods that reduce the distance between data, such as combinatorial clustering. Spectral clustering
can perform high-quality clustering for such complicated data.

Moreover, the variance is very small in all methods. This is because the proposed method stably
obtains the exact optimal solution, while the quasi-optimal clustering methods stably obtain the
sub-optimal solution.

4.2.2 Evaluation of Execution Time

Figure 11 shows the execution time of the clustering methods with the different number of data
points. Note that the execution time includes the QUBO generation time. The number of data
points is varied from N = 8 to 1,024 and the number of clusters K is 3. Figure 11 shows that the
execution times of the conventional method using Leap is almost constant when the number of data
is 256 or less. This is because Leap may use a QPU when the number of data is small. Since Leap
starts using CPU when the number of data points becomes large, the execution time may rapidly
increase.

Besides, the execution times of K-means, K-means++, and Spectral clustering are shorter than
that of annealing-based clustering on all the data sets. This is because clustering methods using
annealing algorithms requires N2 computation for distance calculation. Quasi-optimal clustering
reduces the computational complexity by calculating the distance using the centroid within a cluster.
K-means is the fastest because the distance calculation is reduced to about NK.

Moreover, the execution time of a VE becomes shorter than that of a CPU when the number of
data is large. When the number of data points is 1,024, the execution time of the proposed method
on a VE is 18.2 times shorter than that on a CPU. This is because a VE uses vector operations to
calculate the energy of the QUBO function. In the case of small data, the vector length is short, and
the calculation on a VE becomes inefficient. In the case of large data, the vector register is filled.
Therefore, a VE efficiently works with a long vector length.

Furthermore, the execution time of the proposed method is shorter than that of the conventional
method in the cases of both a CPU and a VE when the number of data is large. When the number
of data is 1,024, the execution time of the proposed method on a VE is 1.4 times shorter than that of
the conventional method on a VE. This is because the decrease in the calculation of the coefficients
of the constraint function is larger than the increase in the operations with multiple bit-flips time
in SAEC.

To confirm the reason why the execution time of the proposed method is shorter than that of
the conventional method when the number of data is large, Figure 12 shows the breakdown of the
execution time on a VE. The x-axis indicates the number of data points. For each data points in
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Figure 10: Cost compared to quasi-optimal methods.
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the x-axis, Pr. is the proposed method, and Co. is the conventional method. The y-axis indicates
the execution time and shows the breakdown of the execution into the individual processes for
each data. Here, run_annealings indicates the execution time of annealing, and set_qubo is the
execution time to generate the QUBO matrix. When the number of data is 1,024, the annealing time
of the proposed method is 1.1 times longer than that of the conventional method. This is because
the proposed method needs to satisfy the one-hot constraint by the bit-flip operations. The proposed
method executes the process of satisfying the constraint at every sweep. However, the QUBO matrix
generation time of the proposed method is 2.6 times shorter than that of the conventional method.
This is because the proposed method does not include the constraint in the QUBO matrix, resulting
in the reduction in the generation process of the QUBO matrix.

Figure 13 shows the execution time of the clustering methods with the different number of
clusters. The number of clusters is varied from K = 2 to 9, and the number of data points N is
256. Figure 13 shows that the execution times of K-means, K-means++, and Spectral clustering are
shorter than that of annealing-based clustering on all the data sets. This is because quasi-optimal
clustering reduces the computational complexity by calculating the distance using the centroid within
a cluster. The execution times using a VE are much shorter than those using a CPU in the both
cases of the conventional and proposed methods. In this experiment, the execution time of the
proposed method on a VE is 5.3 times shorter than that on a CPU on average. The execution time
of the conventional method on a VE is also 12.3 times shorter than that on a CPU on average. This
is because the vector length is long enough when the number of data is 256.

To further investigate the difference in the execution times between the proposed and conventional
methods, Figure 14 shows the breakdown of the execution time on a VE. The x-axis indicates the
number of clusters. In Figure 14, the annealing time of the proposed method is longer than that of the
conventional method. However, the QUBO matrix generation time of the proposed method is shorter
than that of the conventional method. This is because in the proposed method, the calculation to
satisfy the constraint is not included in the QUBO matrix generation time, but included in the
annealing time. The number of calculations to generate the QUBO matrix is N2K in the proposed
method, while N2K? in the conventional method. Therefore, when the number of clusters is large,
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Figure 14: Execution time of combinatorial clustering on a VE with the different number of clusters.

the execution of the proposed method is expected to be faster than that of the conventional method.

4.3 Evaluation of Externally-Defined One-Hot Constraint Clustering by
using the Multiple Traveling Salesman Problem

This subsection evaluates the proposed method by using one of practical applications, the Multiple
Traveling Salesman Problem (MTSP) [30]. MTSP might be useful for applications such as calculation
of tsunami evacuation routes [25,31,32]. Given a distance matrix of N cities and m salesmen, MTSP
needs to appropriately classify cities that each salesman visits. To minimize the total tour length
for all salesmen, clustering is used to assign cities to m salesmen, which has been actively studied
recently [33,34]. The procedure of MTSP is as follows, which is also shown in Figure 15.

1. Cities are grouped by clustering so that they are close together.

2. Calculate m centroids 1, ..., iy, for each cluster.

3. Calculate the centroid of u1, ..., tm, called p*.

4. Add the point closest to u* to each cluster as the starting point for all salesmen.
5. Solve the Traveling Salesman Problem (TSP) within each new cluster.

The proposed annealing-based clustering method is compared with the conventional annealing-based
clustering method and K-means++. The Google OR-Tools heuristic solver is used to solve TSP [35].
Thirteen data sets with the different numbers of cities from TSPLIB are used as experimental
data [36]. The number of salesmen is set to four in all experiments as the number of clusters. The
evaluation metrics are Cost of clustering and the tour length of MTSP. Cost and the tour length are
normalized by the mean values of each in the proposed method.

Figure 16 shows Cost of clustering in MTSP. Cost of the proposed method is lower than that of
the conventional method in all cases. This is because the proposed method optimizes the objective
function independently from the constraint. As a result, the proposed method can appropriately
group cities that are close to each other. Cost of the proposed method show a higher quality than
K-means++ in all cases. This is because the proposed method optimizes the exact objective function
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of Eq. (1). Therefore, the proposed clustering method is useful even for practical data used in real
problems.

Figure 17 shows the tour length of MTSP. Basically, the smaller Cost is, the shorter the tour
length tends to be. The tour length using the proposed method is shorter than that using the
conventional method in all cases. This is because the proposed method finds the tour length between
cities that are close to each other. Moreover, the tour length of the proposed method is shorter than
the tour length of K-means++ in 7 out of 13 cases.

To further investigate the significant difference in the tour length between the proposed method
and K-means++, the F-test and Welch’s t-test are conducted as a statistical significance test [37].
The F-test is a test for the homogeneity of the variances of two experimental results. The t-test
is a test to examine the significant difference between the results of two experiments, and Welch’s
t-test is used especially when the variances are unequal. Before conducting the t-test, the F-test
is conducted to examine the equality of their variances. As a result, the p-values of the F-test are
lower than the 0.05 level of significance in all cases. Since all the variances of the tour length in the
proposed method are not equal to those in K-means++, Welch’s t-test is performed to verify the
significance of the differences, as shown in Table 3.

Table 3 shows the mean, standard deviation of the tour length indicated by SD, and results of
Welch’s t-test. Prop. indicates the proposed method and K++ indicates K-means++. The smaller
values of the mean and standard deviation between the proposed method and K-means++ are
shaded. The p-values of the t-test less than 0.05 are also shaded.

From Table 3, the standard deviations of the proposed method are smaller than those of K-
measn++ in all the cases. The proposed method provides the results of the tour length with a
low variance. This is because the proposed clustering method obtains the same clustering results
in almost all trials. When identical clustering results are obtained, identical travel routes are easily
obtained because the set of cities to solve TSP is the same. Since the variance of Cost in K-means++
is larger than that in the proposed method, the variance of the tour length in K-means++ is also
larger than that in the proposed method.

The p-value of Welch’s t-test is lower than the 0.05 level of significance in all the data sets except
for berlin52. Here, there is no significant difference between the proposed method and K-means++
on berlin52. On the other hand, there is a significant difference between the proposed method and
K-means++ on the other data sets. In 6 out of these 12 data sets, the mean tour length of the
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Table 3: The mean, standard deviation of the tour length, and results of Welch’s t-test.

Data sets
ulysses16 att48 €il101 ch150 kroB150 a280 berlin52
Mean Prop. | 1.000 1.000 1.000 1.000 1.000 1.000 1.000
K++ | 1.103 1.042 1.004 1.010 1.036 1.006 1.001
sD Prop. | 1.554E-15 | 1.110E-15 | 0.000E+00 | 4.441E-16 | 8.882E-16 | 5.557E-03 | 1.221E-15
K++ | 1.605E-02 | 1.591E-02 | 1.371E-02 | 5.459E-03 | 3.749E-03 | 7.230E-03 | 1.076E-02
P-value 2.993E-82 | 1.974E-46 | 3.719E-03 | 7.941E-34 | 1.354E-99 | 4.291E-10 | 2.343E-01
Data sets
ulysses22 st70 kroA100 kroE100 bier127 ch130
Mean Prop. | 1.000 1.000 1.000 1.000 1.000 1.000
K++ | 0.981 0.993 0.971 0.987 0.987 0.998
SD Prop. | 5.005E-16 | 1.332E-15 | 1.110E-15 | 6.661E-16 | 1.554E-15 | 1.332E-15
K++4 | 1.632E-02 | 1.892E-03 | 1.632E-02 | 7.400E-03 | 1.599E-02 | 9.878E-03
P-value 4.768E-20 | 4.425E-57 | 1.759E-32 | 2.232E-32 | 4.897E-13 | 1.556E-02
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Figure 18: Execution time of MTSP.

proposed method is shorter than that of K-means++. There are two reasons that the tour length
of all data sets using the proposed method is not always shortest. One is that the heuristic solver
used to solve TSP in a cluster cannot find the optimal solution. This is because TSP is solved by
a heuristic method, which does not necessarily provide an optimal solution. The second reason is
that the clustering cities close to each other may not shorten the tour length. The tour length of
the proposed method is almost as good as those of K-means++, even though the tour length is not
the shortest.

To clarify the fraction of the proposed clustering to the total execution of MTSP, Figure 18
shows execution time of MTSP using annealing-based clustering methods. The x-axis indicates the
number of cities in each data set. The y-axis indicates the execution time and shows the breakdown
of the execution into the individual processes for each data. Here, run_tsp indicates the execution
time to solve TSP.

When the number of cities is 16, the annealing time occupies the longest time in the whole
process, which is 91.9% in the conventional method and 96.6% in the proposed method. However,
when the number of cities is 280, the annealing times of the conventional method and the proposed
method occupy 28.4% and 53.4% of the total execution time, respectively. This is because the
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Figure 19: Speed up ratio of the QUBO generation.

execution time of simulated annealing is determined by the number of sweeps and does not change
significantly even when the problem size increases. On the other hand, the time to solve TSP using
the conventional method rapidly increases from 6.8% to 49.0% when the number of cities increases
from 16 to 280. Similarly, the time to solve TSP using the proposed method also increases from 3.2%
to 40.1%. This is because TSP is a combinatorial optimization problem as well as combinatorial
clustering, and it takes time to find the optimal solution from many possible solutions. To achieve
the practical use of MTSP using the proposed method, the execution time to solve TSP needs to be
accelerated.

4.4 Evaluation of the Compact QUBO Definition

Finally, the speed up of the QUBO generation time by using CQD is evaluated. Figure 19 shows
the speed up ratios of the QUBO generation. The number of data is varied from N = 10 to 100,
and the number of clusters K is 2. The x-axis indicates the number of data points, and the y-axis
indicates the speed up ratios of the proposed CQD implementation to the conventional PyQUBO
implementation in the conventional method. Note that the QUBO generation time does not include
the time to generate the distance matrix.

The speed up ratio becomes huge as the problem size increases. Moreover, the QUBO matrix
generation time of the proposed CQD implementation is almost 5,000 times shorter than that of
the conventional PyQUBO implementation when the number of data points is 90 or more. This
is because the number of QUBO coeflicients is correlated with the square of the number of data
points. The implementation using PyQUBO takes a very long time to generate the QUBO matrix.
In the proposed CQD implementation, the execution time is reduced by giving the QUBO coeflicients
directly to the QUBO matrix. The variance of the speed up ratio increases as the number of data
points increases. This is because the variance of QUBO generation time in both PyQUBO and the
proposed method increases as the number of data increases.

5 Related Work

In recent years, various clustering methods based on annealing algorithms have been developed.
They are formulated as QUBO problems to use annealing algorithms. Since the QUBO problem is
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based on the Ising model, clustering methods expressed in the QUBO problem are often referred to
as Ising clustering.

Bauckhage et al. proposed Adiabatic quantum kernel k=2 means clustering that is a binary
clustering using the kernel method [38]. Although this method is limited to 2 clusters, it has a
wide application range because the kernel trick can be applied to various data structures. Adiabatic
quantum kernel k=2 means clustering does not require a constraint function in the QUBO function.
This is because the method is restricted to the case when the number of clusters is 2, like Eq. (16).
Kernel k=2 means clustering can be extended to the case when the number of clusters is 3 or more
by using one-hot encoding. When the one-hot encoding is used for representing qubits, a one-hot
constraint is required for a data point to be assigned to one cluster. Therefore, the proposed method
will be useful to satisfy the one-hot constraint.

Ising clustering has also been applied to semi-supervised clustering. Cohen et al. proposed
Ising-based Constrained clustering that is Ising clustering with various types of supervisory infor-
mation [39]. In Ising-based constrained clustering, the supervisory information is given by the
coefficients of the QUBO matrix. Therefore, Ising-based constrained clustering can easily provide
several different supervisory information simultaneously. Cohen et al. also proposed Ising-based
consensus clustering that is a method for obtaining a new optimal clustering result by integrating
multiple known clustering results [40]. Ising-based consensus clustering also uses the one-hot con-
straint. Besides, Arthur et al. proposed Ising-based Balanced K-means clustering that is also a kind
of semi-supervised clustering using the Ising model [41,42]. Balanced K-means clustering performs
clustering in which all clusters have the same number of elements. It is claimed to be less com-
putational complexity than similar conventional methods. Ising-based balanced K-means clustering
also uses the one-hot constraint. Their Ising-based semi-supervised clustering methods combine the
objective function and the one-hot constraint function into the QUBO function. The Lagrange mul-
tiplier must be set to a large enough value to satisfy the one-hot constraint. However, conventional
annealers cannot set the large Lagrange multiplier due to the limitation of the bit precision. In
practice, Cohen et al. and Arthur et al. set a small Lagrange multiplier. The obtained solutions
include many solutions that violate the constraint, and the solutions that satisfy the constraint is
adopted. However, there is a problem that this method requires a large number of solutions to
obtain solutions that satisfy the constraint. It takes a long time to obtain the optimal solution.
On the other hand, our proposed method is very efficient because it can obtain only solutions that
satisfy the constraint with a high probability.

Moreover, Ising-based semi-supervised clustering methods also have constraints other than the
one-hot constraint. This is because kinds of supervisory information are represented as the con-
straints. The QUBO function requires the multiple Lagrange multipliers to combine the multiple
constraint functions. Optimization for clustering becomes very difficult due to the complexity of the
search space. Our proposed method can be applied to other constraints by modifying the operations
with multiple bit-flips. Since the proposed method satisfies multiple constraints simultaneously, the
search space is limited to the objective function. As a result, the proposed method will improve the
quality of clustering.

6 Conclusions

In recent years, combinatorial clustering has drawn much attention to obtain high quality clustering
results. However, the method of solving combinatorial clustering using annealing is difficult to opti-
mize the objective function because the objective function and the constraint function are combined
by the Lagrange multiplier method.

This paper has proposed combinatorial clustering to overcome the limitation of the method of
the Lagrange multiplier. The proposed method uses the QUBO solver with the externally-defined
constraint function. Moreover, this paper has also proposed a technique to shorten the execution
time of the QUBO generation by deriving the regularity of QUBO coefficients.

The evaluation results obtained by using the artificial data sets and real data sets show that
the proposed method can improve the quality of clustering results compared with the conventional
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method that includes the constraint function in a QUBO matrix. The execution time of the proposed
method is also shorter than that of the conventional method when the problem size is large. This
is because the proposed method reduces the generation process of the QUBO matrix. Furthermore,
the proposed method is evaluated using the multiple traveling salesman problem. The tour length
using the proposed method is shorter than that using the conventional method in all cases and than
that using K-means++ in 6 out of 12 cases with a significant difference. Moreover, the proposed
CQD implementation shows almost 6,000 times faster execution of the QUBO matrix generation
than the conventional technique.

The proposed method has been designed for digital annealers because the proposed method
requires the operations with multiple bit-flips on digital computers. Ohzeki proposed an alterna-
tive approach to optimize the QUBO function that includes a constraint function on a quantum
annealer [43]. Ohzeki used the Hubbard-Stratonovich transformation for the one-hot constraint
function to remove the interaction between different qubits. As future work, it is necessary to study
the method to improve the quality of combinatorial clustering on a quantum annealer. Further-
more, the detailed evaluation and analysis of the proposed method are necessary by applying the
externally-define approach to other Ising clustering methods and data sets.
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