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Abstract

Previously, routers have been responsible for both data forwarding and network management.
Software-Defined Networking (SDN) separates these functions into a data plane and a control
plane in order to simplify network operations and enable the construction of programmable
networks. However, flow updates transmitted using the OpenFlow protocol introduce a com-
munication overhead. Since Ternary Content Addressable Memory (TCAM) is used to quickly
search flow entries, the associated costs rise significantly as the scale of the network increases.
To address these problems, a method has been proposed that reduces flow entry update work
and minimizes traffic overhead by aggregating some flows on a specific path in an SDN-managed
network using SR (Segment Routing)-MPLS (Multi-Protocol Label Switching). However, while
overall work is reduced, the load on the specific path used for the flow aggregation increases.

This paper proposes a flow distribution algorithm with SR that efficiently utilizes network re-
sources, while also addressing the two aforementioned limitations of Software-Defined Network-
ing (SDN) to enable a more reliable SDN infrastructure. To evaluate the proposed algorithm,
simulation experiments compared the proposed algorithm with the shortest-path algorithm on
four network topologies with 13, 24, 48 or 58 nodes, and our results showed that the average
standard deviation of the number of packets forwarded by each node under the proposed method
was 861.04–1496.17 packets lower by comparison with the shortest-path method when the total
number of transmitted packets was 50,000, and 1743.37–2950.34 packets lower when the total
number of transmitted packets was 100,000. We also noted that the average path length for each
packet under the proposed method was just 0.15–1.08 hops longer than that of the shortest-path
method.

Keywords: Flow Distribution Algorithm, Segment Routing, Traffic Engineering, Software-Defined
Networking

1 Introduction

Software-Defined Networking (SDN) has been a focus of interest due to its ability to simplify network
operations and enable the construction of programmable networks. Previously, routers have been
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responsible for both data forwarding and network management. SDN separates these functions
into a data plane and a control plane. In the data plane, SDN switches forward packets based on
their flow entries, while a centralized controller manages the control plane. For example, SDN can
implement traffic engineering (TE) [1], [2] to improve network utilization and enhance performance
in terms of latency and packet loss [3].

The communication between the SDN switches and the controller commonly uses the OpenFlow
protocol [4], [5]. When an SDN switch receives a packet whose forwarding switch cannot be de-
termined, it sends a Packet-In message including the packet to the controller. After the controller
receives the message, it installs, updates, or deletes some entries in the flow entries of the switch.

Each flow entry contains match fields, counters, and actions that determine how the switch should
process the packet such as forwarding to a particular port, dropping the packet, or modifying the
packet headers. Furthermore, OpenFlow supports a wide range of match fields between layer 2 and
layer 4 headers, as well as packet metadata for precise and complex flow definitions.

However, SDN presents two significant problems. The first problem is that traffic overhead
arises between the SDN controller and the data plane as each switch’s flow entry is periodically
updated, which may interfere with data forwarding. The second problem is that since Ternary
Content Addressable Memory (TCAM) is used to quickly search flow entries, the associated costs rise
significantly as the network scale increases [6], [7]. In the traditional SDN, forwarding information
was stored in each switch’s flow table and the SDN controller may update the flow table if needed.
In order to resolve these two issues, Ziyong Li et al [8] have proposed Segment Routing (SR) that
specifies flows through stacking segments. The first issue is addressed by eliminating the need to
update the switch’s flow table. For the second issue, even if the number of flows increases, the flows
are specified through SR segments stacked on the packets, which prevents the TCAM from being
overburdened.

This paper proposes a flow distribution algorithm with SR that efficiently utilizes network re-
sources, while also addressing the two aforementioned limitations of Software-Defined Networking
(SDN) to enable a more reliable SDN infrastructure [9].

The rest of this paper is organized as follows. Section 2 introduces MPLS (Multi-Protocol La-
bel Switching) and SR (Segment Routing) and then MPLS is compared with SR. Section 3 covers
previously published work that relates to our research. Section 4 explains the flow path determina-
tion method. Section 5 proposes the flow distribution algorithm. To show the effectiveness of the
proposed algorithm, Section 6 explains the network simulation experiments that were conducted to
compare the proposed algorithm with the shortest-path algorithm on three network topologies with
13, 24, or 58 nodes. The results of these experiments showed that the average standard deviation
of the number of packets forwarded by each node under the proposed method was 917.65–1523.46
packets lower by comparison with the shortest-path method when the total number of transmitted
packets was 50,000, and 1843.43–3025.4 packets lower when the total number of transmitted packets
was 100,000. We noted that the average path length for each packet under the proposed method
was just 0.15–0.81 hops longer than under the shortest-path method. Finally, Section 7 concludes
the paper and discusses future work.

2 Segment Routing

This section introduces MPLS (Multi-Protocol Label Switching) and SR (Segment Routing) based
on the proposed algorithm.

2.1 Multi-Protocol Label Switching

Larger networks operated by ISPs tend to employ Interior Gateway Protocols (IGPs) like OSPF for
internal routing and typically select the shortest path for the internal router. However, problems
can arise, depending on the network topology, that some links are overutilized, leading to congestion
on these links.

To address this issue, traffic engineering techniques have been introduced, including Multi-
Protocol Label Switching (MPLS) networks, among others. In MPLS, the Label Distribution Pro-
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tocol (LDP) is generally used to exchange label information with neighbor routers and select the
shortest path as the Label Switched Path (LSP).

When a communication begins and the first packet arrives at the entrance of the MPLS network,
e.g., the upper left router in Fig. 1, its path within the MPLS network for the communication is
determined, and the label identification for this path is attached before the packet header. Routers
refer to this label for rapid packet forwarding. Subsequent packets with the same destination follow
the same path. Since the label is unique only per link, but not across the whole MPSL network,
each router swaps the label when forwarding a packet (the upper middle and upper right routers in
Fig. 1) or pops one when the packet is exiting the MPLS network (the lower right router in Fig. 1).

Explicit routing protocols, such as Resource Reservation Protocol-Traffic Engineering (RSVP-
TE) allow for the selection of non-shortest paths where this benefits traffic distribution. For example,
if less frequently used links are given higher priority, then traffic distribution is more balanced across
the entire network.

MPLS

push a label swap a label swap a label

pop a label

Figure 1: Label Switching of MPLS

2.2 Segment Routing

Segment Routing (SR) is another traffic engineering technique in which the network is represented
as a series of segments and packet forwarding is realized on the level of these segments. The most
typical segments are node segments, which indicate specific nodes, and adjacency segments, which
represent the adjacency relationships between nodes. Each node is assigned a Segment Identifier
(SID). The node ID is unique across the network. The adjacency ID is a local value specifying the
relationship between nodes.

In SR, the entrance node stacks segments into the packet header that represent the route from
the entrance node to the exit node. The internal routers then simply forward the packet according
to the segments in the packet header. Since the entrance node can stack multiple segments, SR also
allows implementations of Traffic Engineering (TE) [10].
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Figure 3: A Case Stacked SR Node SID = 104 and Adjacency SID = 301.

For instance, in the network illustrated in Fig. ??sr node, the entrance node at Node SID = 101
stacks a segment with Node SID = 105. The packet will traverse through the nodes with Node SID
= 102, Node SID = 103 and Node SID = 105, which is the route with the minimum total cost.
If the path needs to route through the node with Node SID = 104, the entrance node will stack
the SIDs for Adjacency SID = 301 and Node SID = 104, as depicted in Fig. ??sr adj. From the
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entrance node, the packet is forwarded via the node with Node SID = 102 and then to the node
with Node SID = 104 with the minimum cost. When the packet reaches this node, the Node SID
= 104 segment is popped from the stack, and the next SID in the stack, Adjacency SID = 301, is
referred to forward the packet to the corresponding adjacency segment, and the packet then reaches
the exit node with Node SID = 105.

Combining Node SIDs and Adjacency SIDs simplifies route policy management. Since SR na-
tively supports Equal Cost Multi Path (ECMP), flow distribution across equal cost paths is also
achieved.

2.3 MPLS vs SR

Although both MPLS and Segment Routing (SR) provide source routing technologies, SR is simpler
to implement as a protocol and makes it relatively easy to write route policies. In fact, MPLS requires
multiple protocols such as a Label Distribution Protocol (LDP) for label distribution and a Resource
Reservation Protocol with Traffic Engineering extensions (RSVP-TE) for signaling. MPLS also relies
on Interior Gateway Protocols (IGPs) such as Open Shortest Path First (OSPF) or Intermediate
System to Intermediate System (IS-IS) for exchanging route information between nodes. In contrast,
SR does not require LDP or RSVP-TE and can be implemented on a single IGP like OSPF or IS-IS.
This leads to a simpler network with lower operational costs [11].

Furthermore, if traffic has to be distributed across multiple Equal Cost Multi-Paths (ECMPs) in
MPLS, the entrance node needs to establish Label Switched Paths (LSPs) for each path. However,
since SR has native support for ECMP, the traffic is automatically distributed across ECMPs.
Moreover, SR allows straightforward path specification on a per-packet basis using Node IDs and
Adjacency IDs.

However, in SR, the entrance node can only stack a limited number of SIDs, commonly referred
to as the Maximum Stack Depth (MSD) [12]. Standard networks typically have such an upper limit.
When a large number of segments are stacked, the packet header may exceed this stack depth.

3 Related Works

A multipath load balancing mechanism on SDN has been proposed to improve both high throughput
and better Quality of Service (QoS) in the network [13]. This mechanism first employs the Depth
First Search (DFS) algorithm within the SDN controller to generate a list of optimal paths based on
routing distance. Communication between the controller and switches use the OpenFlow protocol.
The SDN controller periodically collects the available bandwidth of each link as the link cost. The
weights of all paths in the list obtained from the DFS algorithm are then calculated, and the optimal
path is selected.

Two Traffic Engineering (TE) schemes i.e., End-to-End Segment Routing (e2e-SR) and Per-
Domain Segment Routing (pd-SR) have been proposed for multi-domain networks [11]. When
packets are transmitted to nodes in other domains, the source domain controller is typically unaware
of the destination domain network, but for effective TE communication between SR controllers is
needed. The e2e-SR scheme facilitates communication between controllers that enables the source
domain’s controller to acquire an end-to-end segment list. In the pd-SR scheme, the destination
domain’s controller sends a virtual label instead of the segment list to the source domain’s controller.
Since only the destination domain’s controller can translate the virtual label into the correct segment
list for forwarding, the confidential internal topology information is preserved.

An algorithm has been proposed that divides flows into multiple sub-flows and transfers a single
flow across multiple paths [14]. When a large volume of flows arrives, the SDN controller first uses
the MPTCP algorithm to divide each flow into sub-flows. Switches then forward the packets based
on the SR segment list created by the controller, selecting as many sub-flows as possible that meet
the transmission conditions.

While existing research demonstrates the usefulness of SDN-based MPTCP, the issue of TCAM
memory limitations, as previously mentioned, remains unresolved.
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4 Proposed Network Architecture

This section proposes a flow distribution algorithm with Segment Routing (SR) for a Software-
Defined Networking (SDN) environment to improve the overall utilization of the network resources.
The proposed algorithm generally specifies Node SIDs, but uses Adjacency SIDs to reduce the
number of stacked labels in the header of each packet. However, each node is required to store all
Node SIDs in the SR network. The native Equal Cost Multi-Path (ECMP) functions in SR are also
utilized.

The SDN controller monitors the packet forwarding load across switches. If it detects that the
load on a certain switch is too high, it uses Adjacency SIDs to redistribute the flows through the
switch.

Fig. 4 explains the flow path determination method. SDN separates the network into a data
plane and a control plane. The data plane consists of switches, while the control plane includes the
SDN controller and a database that stores the network state. It is assumed that the SDN controller
is aware of the topology of the data plane.

When a switch receives a new flow, 1O the switch notifies the source and destination of the flow
to the SDN controller. 2O The controller refers to the network state stored its database. 3O Then,
the controller determines the segments to be stacked on packets in the flow. 4O The controller
sets the segments information to the flow entry of the switch. The switch appends the received
list of segments to the packet header and forwards the packet based on the stacked segments. The
computed path is stored for a predefined time in the switch to let subsequent packets in the same
flow follow the same path.

Fig. 5 explains how the network state is maintained. The database in the control plane stores
the number of packets forwarded by each switch. 1O Once a flow has been forwarded, 2O the switch
reports the number of transmitted packets to the controller. 3O The controller stores this information
in the database and uses it to determine the paths for new flows.

data plane

control plane

SDN controller database

① Notify
④ Let the switch append the segments to the packet header

② Check the network status

③ Calculate the path

: switch

Figure 4: Path Decision Method.
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database

① Transmit

② Send the number of transmitted packets 

③ Store the number of 
transmitted packets per switch

data plane

control plane

SDN controller

: switch

Figure 5: Save Method of Network Status.

In the proposed architecture, link loads are adjusted every 10,000 total transmitted packets to
further distribute the packets. The next section provides a detailed explanation of this approach.

5 Proposed Flow Distribution Algorithm with SR for SDN

Algorithm 1 Change Node Alpha

Require: α, node[]
sum ⇐ 0
for all n ∈ node do
sum ⇐ sum+ n.packetCount

end for
ave ⇐ sum/node.number
for all n ∈ node do
if n.packetCount > ave ∗ 1.1 then
αn ⇐ αn − 1

else if n.packetCount < ave ∗ 0.9 then
n.link = 1

else if n.isAlphaChanged = true then
αn ⇐ α

end if
end for

αn is a variable assigned to each node that governs the probability with which each generated
path is selected. The initial value α is determined through experiments described in Section 6.2. αn

is dynamically adjusted by Algorithm 1.
To prevent switches being burdened with a higher load, Algorithm 1 adjusts the link cost and the

weight value αn for node n. This algorithm operates as an application within the SDN controller
and calculates the average ave of the packet forwarding count of all nodes. When the value αn
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is higher, the probability that the switch will be selected for a path becomes lower. The variable
n.count represents the number of packets forwarded by the node n, while n.link (initially set to 1)
represents the weight of all adjacent links to node n.

If the packet forwarding count of a switch exceeds ave∗1.1, the algorithm decrements the switch’s
α value by 1, which makes it harder for that switch to be selected for packets forwarding. Conversely,
if the count is less than ave ∗ 0.9, the costs of all adjacent links are reset to a minimum value of
1, which makes it easier for these links to be selected. For switches that do not meet either of
these conditions, the switch’s αn value is set to the initial value α. Note that the values 1.1 and
0.9 were chosen based on preliminary experiments that used the values 1.05 and 1.1 for the upper
boundary and 0.9 and 0.95 for the lower boundary. These preliminary experiments also attempted
combinations of these boundaries. Although the results are omitted for a space constraint, in the
majority cases, the combination of 1.1 for the upper boundary and 0.9 for the lower boundary gave
good results. Preliminary experiments to determine the α parameter show in Section 6.2.

Algorithm 2 Change Link Costs

Require: αn, α, ave, node[]
sum ⇐ 0
for all n ∈ node do
sum ⇐ sum+ n.packetCount

end for
ave ⇐ sum/node.number
for all n ∈ node do
if n.packetCount > ave+ αn then

n.link = α
else if n.packetCount < ave then
n.link = 1

end if
end for

Algorithm 2 is for changing the link costs. In this algorithm, if the packet forwarding count
n.count is greater than the average number ave of packets forwarded by all switches plus αn, the
cost n.link of adjacent links of a switch n is set to α. If n.count is less than ave, n.link is overwritten
with a cost of 1.

Algorithm 3 Generate Path

Require: sour-SID, dest-SID, node[]
Ensure: LIST
flag ⇐ false
for all n ∈ node do
flag ⇐ (flag or n.isLinkChanged)

end for
if not flag /* no link changed */ then
LIST ⇐ NodeSID (dest-SID)

else
LIST ⇐ []
for all n ∈ ShortestPath(sour-SID, dest-SID) do
LIST ⇐ LIST+ AdjacencySID(n)

end for
end if
return LIST

Algorithm 3 is for determining the SID to be stacked in the segment list. The functions NodeSID
and AdjacencySID are used to stack the argument SID onto the label header as either a NodeSID
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or an AdjacencySID, depending on the functions. This algorithm operates as an application within
the SDN controller and is executed by the algorithm described in Fig. 4 3O. If the link cost is not
adjusted for any link, the shortest path of SR with ECMP support is generated. Otherwise, the
shortest path represented by Adjacency SIDs is generated.

6 Experiments and Evaluation

This section describes simulation experiments to evaluate the algorithm proposed in the previous
section and compares the results with those for the shortest-path algorithm, which always selects
the shortest path from the following perspectives:

� Standard deviation of the number of packets forwarded by each node.

� The number of hops until packet transmission is completed.

6.1 Simulation Settings

The network topologies used in the simulation experiments were the NSFNET (National Science
Foundation Network) [15], the USA backbone IP network (USNET, int short) [15], the DFN (Ger-
man National Research and Education Network for science and research) [16] and the PalmettoNet
(backbone network in North Carolina, South Carolina, USA) [16] as shown in Fig. 6.

Fig. 7 shows the histogram of betweenness centrality for each topology. The horizontal axis rep-
resents betweenness centrality (a metric that indicates how frequently a node appears on the shortest
paths between other nodes), and the vertical axis indicates the number of nodes.The small, medium,
and non-hub large topologies exhibit a gently decreasing distribution, suggesting that many nodes
possess moderate levels of betweenness centrality rather than a few nodes being exceptionally domi-
nant.A distinctive characteristic of the small topology is the absence of completely peripheral nodes
(i.e., nodes with zero betweenness centrality).In contrast, the large topology has an overwhelming
number of nodes with near-zero betweenness centrality,while only four nodes exhibit extremely high
betweenness centrality in the range of 0.2 to 0.5.
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Small Topology

Medium Topology

Non Hub Large Topology

Figure 6: Network Topologies
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medium topology

small topology

non hub large topology

large topology

Figure 7: The histogram of the betweenness centrality

Although all distances of links between two adjacency nodes differ, only the number of hops is
considered in the simulation experiments. Other experimental parameters are shown in TABLE 1,
where the number of packets indicates the number of times during the task that a randomly selected
node sends a packet to a different randomly selected node. The default values of α were determined
as described in the next section.

Table 1: Experimental Parameters

topology small medium large non hub large
number of nodes 13 24 58 45
number of links 21 43 87 64

number of packets 50 k, 100 k 50 k, 100 k 50 k, 100 k 50 k, 100 k
default α 3, 4 4, 4 6, 7 8, 10

simulation times 30 times 30 times 30 times 30 times

6.2 Preliminary Experiments

Preliminary experiments were conducted to determine the α parameter used in the proposed algo-
rithm and the threshold of n.packetCount used in Algorithm 1. First, the results of the experiment
to determine the parameter α are described, followed by the results of the experiment to determine
the threshold.

The appropriate value of α varies depending on the topology and the number of packets, so
preliminary experiments were conducted for all topologies and packet numbers, and the appropriate
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α obtained from these experiments was used in the main experiment. Packets were transferred
from randomly selected nodes to other randomly chosen destination nodes, and the variation in the
number of packets transmitted by each node was observed. During the experiments, α was varied
from 1 to 10 in the small, medium and large topology, from 1 to 12 in the non hub large topology, and
the α value that resulted in the smallest variation in the number of packets transmitted—indicated
by the lowest standard deviation—was selected for the main experiment.

The standard deviations of the number of packets transmitted by the nodes were compared, and
the results are shown in Figs. 8, 9, 10 and 11.
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Figure 8: The standard deviation of the number of packets transmitted by the nodes in the small
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Figure 9: The standard deviation of the number of packets transmitted by the nodes in the medium
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Figure 11: The standard deviation of the number of packets transmitted by the nodes in the non
hub large topology

As a result of the experiments, in the small topology, α = 3 minimized the population standard
deviation for 50k packets, while α = 4 was the minimum for 100k packets. In the medium topology,
α = 4 was the minimum for both 50k and 100k packets. In the large topology, α = 6 was the
minimum for 50k packets, and α = 7 was the minimum for 100k packets. In the non-hub-large
topology, α = 8 was the minimum for 50k packets, and α = 10 was the minimum for 100k packets.
Therefore, these values were used in the experiments with the proposed algorithm.

The upper bound value of 1.1 and the lower bound value of 0.9 used in Algorithm 1 were also
determined through preliminary experiments. Similar to the determination of parameter α, packets
were transmitted from randomly selected nodes to other randomly chosen destination nodes, and the
number of packets forwarded by each node was compared. However, this experiment was conducted
only for the small and medium topologies. The combination of upper and lower bound values that
resulted in the smallest standard deviation of the number of packets forwarded by each node was
adopted for the algorithm across all topologies. The experimental results are presented in a table,
where the standard deviation values of the number of packets forwarded by each node are rounded
to the second decimal place.

Summarizing the experimental results, for 50k packets in the small topology, the best results
were obtained with an upper bound of 1.10 and a lower bound of 0.90. For 100k packets in the small
topology, the best results were also obtained with an upper bound of 1.10 and a lower bound of 0.90.
For 50k packets in the medium topology, the best results were obtained with an upper bound of 1.05
and a lower bound of 0.90, while the second-best results were obtained with an upper bound of 1.10
and a lower bound of 0.90. For 100k packets in the medium topology, the best results were again
obtained with an upper bound of 1.10 and a lower bound of 0.90. The most frequently optimal pair
was an upper bound of 1.10 and a lower bound of 0.90. Therefore, Algorithm 1 adopts an upper
bound value of 1.10 and a lower bound value of 0.90.
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Table 2: The combinations of upper and lower bound values for 50k packets in the small topology
are as follows.

upper and lower bound values 0.90 0.95
1.05 342.82 559.14
1.10 340.67 562.12

Table 3: The combinations of upper and lower bound values for 100k packets in the small topology
are as follows.

upper and lower bound values 0.90 0.95
1.05 679.45 1173.65
1.10 678.31 1179.69

Table 4: The combinations of upper and lower bound values for 50k packets in the medium topology
are as follows.

upper and lower bound values 0.90 0.95
1.05 531.58 568.63
1.10 537.98 558.63

Table 5: The combinations of upper and lower bound values for 100k packets in the medium topology
are as follows.

upper and lower bound values 0.90 0.95
1.05 1077.24 1080.84
1.10 1063.35 1072.71

6.3 Analysis of Results

This subsection describes experiments where the parameter α, determined as described in the pre-
vious subsection, was used to compare the proposed algorithm with the shortest-path algorithm.

Box plots depicting the distribution of the number of packets transmitted by each node are
presented: Fig. 12 shows the results for 50,000 and 100,000 packets in the small topology; Fig. 13
represents the same simulations for 50,000 and 100,000 packets in the medium topology, respectively;
Fig. 14 represents for 50,000 and 100,000 packets in the large topology, respectively.

In both the small and medium topologies, the proposed algorithm shows significantly less vari-
ability compared to the shortest-path algorithm, regardless of the packet count.

On the other hand, in the large topology, the variation in the number of packets forwarded by
each node is larger compared to the small and medium topologies. However, while the median of the
shortest-path algorithm is positioned near the first quartile with many values concentrated below
the median, the proposed algorithm exhibits a more even distribution, with a wider gap between the
median and the first and third quartiles. This indicates that even in the large topology, the proposed
algorithm results in less variation in the number of packets forwarded per node compared to the
shortest-path algorithm. The reason for the larger variation in the number of packets forwarded by
each node in the large topology, compared to the small and medium topologies, is characterized by a
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small number of nodes having high betweenness centrality (ref. Fig. 7) Nodes with high betweenness
centrality are also referred to as hub nodes. Hub nodes tend to relay packets more frequently than
other nodes, and in a topology with many hub nodes, there exist flows that lack alternative routes. As
a result, hub nodes handle a higher number of packet transmissions, increasing the overall variation.

To further investigate this, we conducted experiments using a non-hub topology, which contains
fewer hub nodes than the medium topology but has a larger number of nodes. The results are
presented in Fig. 15. The proposed algorithm clearly reduces the variation among nodes compared
to the shortest-path algorithm. For 50k packets, the standard deviation for the proposed algorithm is
2508.26, whereas for the shortest-path algorithm, it is 3369.30, demonstrating a significant difference.

Based on these results, it is important to use a topology with fewer hub nodes to effectively
utilize the proposed algorithm. By employing a topology with fewer hub nodes, network resources
can be utilized more equitably under any conditions.
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Figure 12: The box plot for the average number of packets forwarded by each node in the small
topology (with 50 k, 100 k packets)
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Figure 14: The box plot for the average number of packets forwarded by each node in the large
topology (with 50 k, 100 k packets)
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Figure 15: The box plot for the average number of packets forwarded by each node in the non hub
large topology (with 50 k, 100 k packets)

On the other hand, the number of hops to transmit a packet may increase due to flow distribution.
Figs. 16 depict the average number of hops and the 95% confidence interval with 50k and 100k packets
for both the proposed algorithm and the shortest-path algorithm in the small, medium, large and
non-hub-large topologies.
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Figure 16: The average number of hops of packets in the topologies (with 50, 100 k packets)

The experimental results show no significant difference in the average number of hops required for
packet delivery. However, in the case of the large topology and non-hub-large topology, the proposed
algorithm shows approximately 1.1 more hops on average, i.e., packets need to travel approximately
one additional hop. This is because, compared to other two topologies, the large topology and
non-hub-large topology has fewer mesh-like sections and many nodes have only one adjacent node,
which may result in an extra hop when plotting a route.

7 Conclusion

This paper proposed a flow distribution algorithm utilizing Segment Routing (SR) for Software-
Defined Networking (SDN). Simulation experiments showed that the proposed algorithm effectively
distributes flows across the network at the cost of less than one extra hop. Additionally, a topology
with fewer hub nodes may effectively utilize the proposed algorithm.

However, the algorithm does not limit the number of labels in the SR label list, which can
lead issues such as communication overhead due to an excessive number of labels [14] and takes no
account of the limitation on the number of labels that MPLS devices can process, known as the
Maximum Stack Depth (MSD) [12]. Future research will focus on a more practical algorithm with
constraints on the number of labels.
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